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Clinical trials are complicated and involve human beings. Therefore, lots of ethical and efficient objectives are expected to be achieved. These objectives include maximizing the power of detecting the treatment effects, assigning more patients to the better treatments, saving the cost and time, and controlling the type I error rate. A variety of adaptive designs have been proposed to achieve different aims, among which sequential monitoring and sample size re-estimation are very popular in real clinical trials. In addition, adaptive randomization designs sequentially update the allocation probability aiming to target different allocation proportions and achieve different aims. Hu and Rosenberger (2006) classified adaptive randomization design into four categories, i.e., permuted block randomization, covariate-adaptive randomization (CAR), response-adaptive randomization (RAR), and covariate-adjusted response-adaptive randomization. In this dissertation, I investigate the combination of sequential monitoring, sample size re-estimation, and two types of adaptive randomization designs, i.e., CAR and RAR. For RAR, I focus on urn models. For CAR, I study three scenarios depending on whether all, part, or none of the randomization covariates are included in the data analysis. I propose methods to control the type I error rate, offer the theoretical results, and perform comprehensive numerical studies to show that the methods can protect the type I error rate and have advantages over traditional designs.
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Chapter 1

Introduction

In this dissertation, I investigated the implementation of response-adaptive randomization (RAR) procedures in real clinical trials by investigating the sequential monitoring of response-adaptive randomized clinical trials with sample size re-estimation (SSR) (Chapter 2). I also theoretically and numerically studied the combination of sequential monitoring, SSR, and covariate-adaptive randomization (Chapters 3 and 4). Such combination is the most popular procedure in Phase III confirmatory clinical trials, but its theoretical investigation is lacking in the literature. In this chapter, I introduce my research in the context of clinical trials.

1.1 Significance

Randomized controlled clinical trials (RCTs) are the gold standard for evaluating the efficacy and safety of new drugs for approval (Friedman et al., 2015). RCTs are very complicated system involving planning, conducting, analyzing and assessing. Conventionally a two-arm (a new drug arm versus a control arm) trial is well planned. An assumed effect size, a level of significance and a study power are essential to determine the sample size of clinical trials. After the sample size estimation, the patients enrollment
starts, followed by a particular randomization procedure to allocate the two arms. A con-
clusion of whether the trial is positive or not is made based on the carefully collected and
analyzed data at the end of the trial. This traditional procedure has several problems
and corresponding solutions have been proposed. I give a brief review as follows.

1.1.1 Covariate-adaptive randomization

In clinical trials, covariates often play an important role. Some covariates are
known to be important risk factors associated with the response of a patient to the
treatment. In a randomized trial, it is crucial to balance such covariates in each of the
treatment arms so as to avoid the biases introduced into the estimation of treatment effect
due to covariate imbalance. Covariate-adaptive randomization (CAR) designs have been
proposed to achieve this aim (Rosenberger and Lachin, 2015).

CAR sequentially allocates patients based on previous treatment assignments and
covariates, and the covariates of the current patient. The most commonly used CAR
designs include stratified permuted block randomization design (Zelen, 1974), Pocock
and Simon’s procedure (1975). However, there are two problems. Firstly, the treatment
assignments and responses from CAR are not independently and identically distributed
any more due to the randomization mechanism (Hu and Hu, 2012; Ma et al., 2015). Sec-
ondly, usually in practice, not all covariates used in the randomization can be completely
utilized in the inference procedures. For instance, in a clinical trial described in Anderson
et al. (2000), the Pocock and Simon’s procedure was applied to balance allocation over
three covariates including disease extent, performance status, and clinical centers. Nev-
evertheless, a two-sample t-test was conducted to compare a continuous primary endpoint
between two treatment groups, without adjusting any covariate effects. The reasons
why some covariates used in randomization are neglected in final analysis include: (i)
controlling for too many covariates means complicated modeling methodology; (ii) it is
hard to interpret some covariates in the analysis model (e.g., clinical centers, etc); (iii) the justification of the model specification becomes more difficult if more covariates are included in the model. Concerns are raised about the validity of statistical inference for CAR designs. Birkett (1985) and Forsythe et al. (1987) found that the two-sample t-test is conservative in terms of Type I error if Taves’ minimization is utilized to allocate patients to treatments through simulation studies. In practice, conventional tests are often conducted without consideration of CAR scheme. ‘Conservative’ means that the observed type I error rate is smaller than the nominal type I error rate. It remains a concern if conventional tests are still valid under CAR designs.

1.1.2 Response-adaptive randomization

Balance is not always the optimal allocation proportions in terms of certain objectives. For example, when comparing the mean of two normal distributions, \( N(\mu_1, \sigma_1^2) \) and \( N(\mu_2, \sigma_2^2) \), the following Neyman allocation (Neyman, 1934) instead of the equal allocation is the optimal one in terms of power when the variances of the two distribution are not the same,

\[
\rho_1 = \frac{\sigma_1}{\sigma_1 + \sigma_2}, \quad \rho_2 = 1 - \rho_1, \tag{1.1}
\]

where \( \rho_1 \) and \( \rho_2 \) are the allocation proportion to treatments 1 and 2, respectively. For binary responses, the famous optimal allocation proportions with corresponding objectives are listed below

(1) (Neyman allocation) Objective: Maximizing the power.

\[
\rho_1 = \frac{\sqrt{p_1(1 - p_1)}}{\sqrt{p_1(1 - p_1)} + \sqrt{p_2(1 - p_2)}}, \quad \rho_2 = 1 - \rho_1. \tag{1.2}
\]

(2) (Optimal allocation) Objective: Minimizing the expected number of failures
while fixing power. (Rosenberger et al., 2001)

\[ \rho_1 = \frac{\sqrt{p_1}}{\sqrt{p_1} + \sqrt{p_2}}, \quad \rho_2 = 1 - \rho_1. \]  

(1.3)

(3) **(Urn Allocation)** Objective: Assigning more patients to the better treatment.

\[ \rho_1 = \frac{1 - p_2}{(1 - p_1) + (1 - p_2)}, \quad \rho_2 = 1 - \rho_1, \]  

(1.4)

where \( p_1 \) and \( p_2 \) as the success rates for two treatments, respectively. Response-adaptive randomization procedures sequentially update the allocation probability of the next patient based on all the previous treatment assignments and responses in order to achieve ethical and efficient objectives such as maximizing the power to detect the treatment difference, minimizing the total numbers of failures, etc. There are three steps to implement the optimal RAR procedures in practice. First, we determine the main objectives and mathematically formulate these objectives. Second, we derive the target allocation proportion which achieves these objectives. Third, we implement certain RAR procedures to target the optimal allocation proportion.

**1.1.3 Sequential monitoring**

In clinical trials, it is not rare to perform interim analyses based on accrued data up to a certain time point during the conduct of a clinical trial due to ethical consideration, administrative reasons, and economic constraints (Jennison and Turnbull, 2000). Sequential methods usually lead to savings in sample size, cost and time when compared with the other fixed sample designs. A group sequential test is referred to as a test performed based on accrued data at some pre-specified intervals rather than after every new observation is obtained (Jennison and Turnbull, 2000). For a sequential trial
with multiple interim analyses, multiple tests cause an inflation of the type I error rate, so it is necessary to adjust $\alpha$-level at each interim analysis. Other research on group sequential designs can be seen in Simon (1989), Ensign et al. (1994), Chen (1997), Chen and Ng (1998), Sargent and Goldberg (2001), Wu and Lan (1992), Lan and DeMets (1983), Wang and Tsiatis (1987), Proschan et al. (2006), Pocock (1977), and O’Brien and Fleming (1979).

1.1.4 Sample size re-estimation

In clinical trials, a sufficient number of sample size is necessary to reach a desired power for detecting a treatment difference of clinical importance, if such a meaningful difference truly exists. To achieve this aim, the number of the required subjects is estimated under certain assumptions by a power analysis at the planning stage of the trial. The sample size estimation of the pre-study power analysis is usually based on the assumed treatment effect. However, the true treatment effect may be different from the initial assumption, therefore the study is possibly over-powered or under-powered. Thus, to re-estimate sample sizes adaptively based on observed data in an interim analysis is of interest (Chow et al., 2008; Lehmacher and Wassmer, 1999; Cui et al., 1999; Mehta and Pocock, 2011; Lai, 2013).

1.2 Literature review

This dissertation studies the combination of three types of adaptive designs. I conduct a brief literature review starting from the general concept, adaptive design.

Adaptive designs utilize accumulating data to adjust the clinical trial procedures without undermining the validity and integrity of the trials. The validity includes internal and external validity. Internal validity is the reasonable representation of the
treatment effects within the study population. Basically, if the treatment differences are detected, we will ask whether the differences are due to the treatments, patient characteristics, or chance. If no treatment effects are detected, we would like to ask whether it is due to the true equivalence, misconduct, or lack of precision (study power). To support the internal validity, we need to design trials including comparable groups, and try to avoid or minimize biases in the treatment allocation, assessing treatment effects, study monitoring and data analysis, and multiple hypothesis testing. These biases can be minimized by appropriate randomization and stratification, using concurrent control group and masking the treatment assignment, performing ongoing review by disciplined investigators and expert statisticians, and predefining hypotheses and endpoints in the protocol (Shih and Aisner, 2015). External validity is the validity of inferences as they pertain to the generalizability to future subjects (Rothwell, 2005). In the study protocol, the patient characteristics, treatment and procedures, outcome measures, and follow-up together define the generalizability and applicability of the trial results. For supporting external validity, the later phases of a clinical trial should be conducted by multiple investigators in different medical settings, including university teaching hospitals, community medical centers, private clinics, etc., as well as in various geographical regions.

Chang (2014) classified adaptive designs into the following categories: (1) group sequential designs (2) sample size re-estimation (3) drop-losers designs (4) adaptive randomization design (5) adaptive dose-escalation designs (6) biomarker-adaptive designs (7) adaptive treatment-switching designs (8) combined adaptive designs.

My dissertation studies three types of adaptive designs listed above: group sequential designs, sample size re-estimation, and adaptive randomization designs. The idea of adaptive randomization can be traced back to Thompson (1933) and Robbins (1952). Hu and Rosenberger (2006) classified adaptive randomization design into four categories, i.e., permuted block randomization, covariate-adaptive randomization (CAR),
response-adaptive randomization (RAR), and covariate-adjusted response-adaptive randomization. I study RAR in Chapter 2 and CAR in Chapters 3 and 4.

1.2.1 Covariate-adaptive randomization

To equalize the distribution of covariates within each treatment group and minimize the imbalance, many covariate-adaptive designs were proposed in the literature.

One idea is to stratify the patients according to covariates before randomization and then to employ separate randomization for each stratum. For a small set of known discrete covariates, one of the most commonly used methods is the stratified permuted block randomization design which determines the strata first with the covariates’ levels and then perform the permuted block randomization within each stratum. One serious drawback of this method is that the number of strata increases quickly as the number of covariates and the number of the covariate levels increase. If the sample size is relatively small compared to the number of strata, it is almost equivalent to complete randomization, losing its advantages (Rosenberger and Lachin, 2015).

To ensure balance over a large number of covariates, there are various methods proposed to determine the treatment assignment of a new subject to minimize the covariate imbalance within each treatment group. The first covariate-adaptive design was proposed in the mid-1970s by Taves (1974). He proposed the method to minimize imbalance on key covariates. Pocock and Simon (1975) proposed generalizations of minimization to randomized clinical trials. Because they balance covariates marginally, these methods are referred as marginal procedures. For notation purposes, if discrete covariate $Z_i, i = 1, \ldots, I$ has $n_i$ levels, then they balance on covariates within each of $\sum_{i=1}^I n_i$ levels of given covariates.

In the covariate-adaptive randomization procedure proposed by Pocock and Simon (1975), let $N_{ijk}(n), i=1, \ldots, I, j=1, \ldots, n_i, k=1, 2 (1=A, 2=B)$, be the number of patients
in stratum $j$ of covariate $i$ on treatment $k$ after $n$ patients have been randomized. Suppose the $(n+1)$th patient to be randomized is a member of strata $r_1, \ldots, r_I$ of covariates $1, \ldots, I$. Then $D_i(n) = N_{ir_1}(n) - N_{ir_2}(n)$ is computed for each $i=1, \ldots, I$. A weighted sum is then taken as $D(n) = \sum_{i=1}^{I} (w_i D_i(n))$, where $w_i$ are weights chosen depending on which covariates are deemed of greater importance. The measure $D(n)$ is used to determine the allocation probability of the $(n+1)$th patient. If $D(n) > 0$ ($< 0$), then one decreases (increases) the probability of being assigned to treatment 1 accordingly. Pocock and Simon (1975) formulated a general rule using Efron’s (1971) biased coin design as

\[
\phi_{n+1} = \begin{cases} 
0.5, & \text{if } D(n) = 0, \\
p, & \text{if } D(n) < 0, \\
1-p, & \text{if } D(n) > 0.
\end{cases}
\]

When $p = 1$, we have Taves’s (1974) minimization method, which is non-randomized. Pocock and Simon (1975) investigated $p = 3/4$.

Both stratified permuted block design and Pocock and Simon’s marginal method are widely implemented in clinical research. Stratified permuted block design was employed in many clinical trials, including Iacono et al. (2006) and Jakob et al. (2012). According to Taves (2010), Pocock and Simon’s marginal procedure was applied in over 400 clinical trials from 1989 to 2008. Some recent examples include Anderson et al. (2000), Gridelli et al. (2003), Krueger et al. (2007), Molander et al. (2007), Ohtori et al. (2012), etc. Hu and Hu (2012) raised some limitations of these traditional approaches and proposed a generalized family of covariate-adaptive designs along with their theoretical properties. For more discussion of handling covariates in clinical trials, see McEntegart (2003), Rosenberger and Sverdlov (2008).

Nowadays, it is widely accepted that all covariates utilized in the CAR design should be incorporated in statistical inference procedures (Ma et al., 2015). Feinstein and
Landis (1976) and Green and Byar (1978) explored the inference problems for stratified randomization for binary responses. Forsythe et al. (1987) suggested that all covariates utilized in minimization method should be included into analysis. Shao et al. (2010) theoretically proved that, the two-sample t-test is conservative under the covariate-adaptive biased coin procedure, by assuming that the response primarily follows a simple homogeneous linear model. More discussions can be found in Tu et al. (2000), Aickin (2009), and so on.

1.2.2 Response-adaptive randomization

Zelen (1969) proposed the play-the-winner rule for comparing two treatments with binary responses in clinical trials. If the response of the current patient is a success, then the same treatment will be given to next patient. If the response of the current patient is a failure, then the other treatment will be given to the next patient. With play-the-winner rule, more patients will be assigned to the better treatment. But it is a deterministic design, and a variety of bias could be introduced. The idea of incorporating randomization in the context of RAR designs stemmed from the randomized-play-the-winner rule proposed by Wei and Durham (1978). In general, there are two main families of RAR procedures: doubly-adaptive biased coin designs that is based on certain optimal criteria and urn models based on intuitive motivation. Next I will introduce the DBCD and urn-model based randomization procedures respectively.

Doubly-adaptive biased coin design

We start from the Efron’s biased coin design for balancing the experiment and mitigate various forms of bias at the same time. Let $N_j(i), i = 1, 2, \ldots, j = 1, 2$ be the number of patients assigned to treatment $j$ after the $i$th patient have been enrolled and assigned to treatments. The Efron’s procedure sequentially assigns the next patient to treatment 1
with probability

\[
\phi_i = \begin{cases} 
  1/2 & \text{if } D_{i-1} = 0, \\
  \pi & \text{if } D_{i-1} < 0, \\
  1 - \pi & \text{if } D_{i-1} > 0,
\end{cases}
\]

where \( D_i = N_1(i) - N_2(i) \) is the imbalance between treatment 1 and 2 and \( \pi \in (0.5, 1] \).

Balance is not always the target. Eisele (1994) and Eisele and Woodroofe (1995) proposed the doubly-adaptive biased coin design (DBCD) that sequentially assigns the next patient using both the current allocation proportions and the currently estimated optimal allocation proportion. But their conditions are very restrictive. Hu and Zhang (2004) proposed a family of DBCD and derived the asymptotic properties under widely satisfied conditions. They obtained the strong consistency, a law of the iterated logarithm and asymptotic normality of the parameter estimators. However, the procedure proposed by Hu and Zhang (2004) did not reach the asymptotic lower bound on the variability of response-adaptive designs (Hu et al., 2006). Hu et al. (2009) proposed a new family of efficient randomized adaptive designs (ERADE) that achieved the asymptotic lower bound. In this dissertation, I mainly focus on urn models below, since urn models have been used in real clinical trials (Rout et al., 1993; Bartlett et al., 1985; Tamura et al., 1994).

**Urn-model based randomization**

The urn models are originally in the field of probability. The Pólya urn models was proposed by Eggenberger and Pólya (1923). The initial urn contains \( Y_{01} \) balls of type 1 and \( Y_{02} \) balls of type 2. At every stage, a ball is randomly drawn and replaced and \( \alpha \) balls of same type are added back to the urn. Friedman (1949) modified Pólya urn models by allowing adding additional \( \beta \) balls of the opposite type selected. Athreya and Karlin (1967, 1968) and Athreya (1969) proposed the Generalized Friedman’s Urn
(GFU) as follows. When comparing $K$ treatments, the initial urn contains balls of $K$ types with composition $Y_0 = (Y_{0,1}, \ldots, Y_{0,K})$. At stage $i$, $i = 1, 2, \ldots$, a ball, say type $k$, is drawn and replaced. Then the treatment $k$ is assigned to the $i$th patient, and additional $d_i(k, g, \xi_{i,k})$ balls of type $g$, $g = 1, 2, \ldots, K$, are added to the urn, where $d_i(k, g, \xi_{i,k})$ is a function of $\xi_{i,k}$, the response of the $i$th patient assigned to treatment $k$. After $n$ patients have been assigned, the urn composition is $Y_n = (Y_{n,1}, \ldots, Y_{n,K})$. Define $D_n = (d_n(k, g, \xi_{n,k}), k, g = 1, \ldots, K)$, $\xi_n = (\xi_{n,1}, \ldots, \xi_{n,K})$ and the observed result of the $n$th draw $X_n = (X_{n,1}, \ldots, X_{n,K})$. Let $H_i = (E[d_i(k, g, \xi_{i,k})|F_{i-1}], k, g = 1, \ldots, K)$, where the $\sigma$-field $F_i$ is generated by $\{Y_0, Y_1, \ldots, Y_i, X_1, \ldots, X_i, \xi_1, \ldots, \xi_i\}$. $D_i$ and $H_i$ are called the addition rules and the generating matrices, respectively.

Other important urn models in the literature include Wei (1979), Durham and Yu (1990), Smythe (1996), Durham et al. (1998), Ivanova and Rosenberger (2000), Ivanova and Flournoy (2001), Ivanova (2003), Andersen et al. (1994), Bai et al. (2002). Finally, Zhang et al. (2006) proposed the sequential estimation-adjusted urn model (SEU) and their model can target any allocation proportion and include the randomized play-the-winner rule as a special case. In this dissertation, I focus on SEU model for trials with two treatment groups.

1.2.3 Sequential monitoring

There are three primary reasons for conducting interim analysis (Jennison and Turnbull, 2000): (i) ethical consideration, (ii) administrative reasons, and (iii) economic constraints. In practice, human subjects are involved in clinical trials, so from an ethical point of view, interim analysis to make sure that the human subjects are not exposed to unnecessary negative treatments. The ineffective or unsafe trials should be terminated as early as possible to protect the subjects. From an administrative point of view, it is necessary for monitoring the trials to make sure that the clinical trials are being imple-
mented as planned. If the critical assumptions are violated, modifications or adjustment should be made so as to guarantee the integrity and quality of the trials. If the violation of the protocol is found to be much enough to fundamentally alternate the results, the trial should be stopped early. Often, clinical trials are very expensive and time consuming, so the sponsors would like to know whether there is enough ethical and statistical evidence to make the decision of stopping or continuing the trials from the economic point of view. Interim analysis usually lead to savings in sample size, cost and time when compared with the other fixed sample designs.

In the literature, there are many sequential monitoring design methods proposed, to stop the trials as early as possible when the test regimen is ineffective or unsafe, and at the same time, to avoid terminating a trial too early when the test regimen is promising. For a sequential trial with K interim analyses, the main concern is the inflation of the type I error rate, since we have more chances to reject the null hypothesis when it is true. The natural approach is to find the joint distribution of the sequential statistics, and to find corresponding critical values to control the type I error rate.

Proschan et al. (2006) introduced a unified approach for group sequential trial design. The unified approach is briefly described below. Consider a group sequential study consisting of up to K analyses. Thus, we have a sequence of test statistics \( \{Z_1, \ldots, Z_K\} \).

Assuming that these test statistics follow a joint canonical distribution with information levels \( \{I_1, \ldots, I_k\} \) for the treatment effect. Thus, we have

\[
Z_k \sim N(\theta \sqrt{I_k}, 1), k = 1, \ldots, K,
\]

and

\[
Cov(Z_{k_1}, Z_{k_2}) = \sqrt{I_{k_1} / I_{k_2}}, 1 \leq k_1 \leq k_2 \leq K.
\]

Table 1.1 summarizes unified formulation for different types of study endpoints
under a group sequential design.

In the following, I review the general framework to determine the boundaries for early stopping of a given trial due to (i) efficacy, (ii) futility, and (iii) efficacy or futility assuming that there are a total of $K$ analyses in the trial (Chow and Chang, 2011).

For the case of early stopping, we consider testing the one-sided null hypothesis that $H_0 : \mu_A \leq \mu_B$, where $\mu_A$ and $\mu_B$ could be means, proportions or hazard rates for treatment groups $A$ and $B$, respectively.

The decision rules for early stopping for efficacy are

\[
\begin{cases}
\text{If } Z_k < \alpha_k, & \text{continue on next stage;} \\
\text{If } Z_k \geq \alpha_k, & \text{stop and reject } H_0, \text{ } k=1,\ldots,K-1,
\end{cases}
\]

and

\[
\begin{cases}
\text{If } Z_K < \alpha_K, & \text{stop and accept } H_0; \\
\text{If } Z_K \geq \alpha_K, & \text{stop and reject } H_0.
\end{cases}
\]

Wang and Tsiatis’ boundary function is given by

\[
\alpha_k = \alpha_K \left( \frac{k}{K} \right)^{\Delta - 1/2}
\]

The decision rules for early stopping for futility are

\[
\begin{cases}
\text{If } Z_k < \beta_k, & \text{stop and accept } H_0; \\
\text{If } Z_k \geq \beta_k, & \text{continue on next stage, } k=1,\ldots,K-1,
\end{cases}
\]

and

\[
\begin{cases}
\text{If } Z_K < \beta_K, & \text{stop and accept } H_0; \\
\text{If } Z_K \geq \beta_K, & \text{stop and reject } H_0.
\end{cases}
\]
The boundary function is

\[ \beta_k = 2\beta_K \sqrt{\frac{k}{K}} - \beta_K \left( \frac{k}{K} \right)^{\Delta - 1/2} \]

The decision rules for early stopping for efficacy or futility are

\[
\begin{cases}
\text{If } Z_k < \beta_k, (k = 1, \ldots K), \text{ stop and accept } H_0; \\
\text{If } Z_k \geq \alpha_k, (k = 1, \ldots K), \text{ stop and reject } H_0.
\end{cases}
\]

The stopping boundaries are the combination of the previous efficacy and futility stopping boundaries, which is given by

\[
\begin{cases}
\alpha_k = \alpha_K \left( \frac{k}{K} \right)^{\Delta - 1/2} \\
\beta_k = 2\beta_K \sqrt{\frac{k}{K}} - \beta_K \left( \frac{k}{K} \right)^{\Delta - 1/2}
\end{cases}
\]

Lan and DeMets (1983) proposed the spending function methods to distribute (or spend) the total type I error rate as a continuous function of the information time in group sequential trial designs for interim analysis. This continuous function of the information time is referred to as the alpha spending function, denoted by \( \alpha(s) \). Let \( s_1 \) and \( s_2 \) be two information times, \( 0 < s_1 < s_2 < 1 \). Then \( 0 < \alpha(s_1) < \alpha(s_2) < \alpha \). \( \alpha(s_1) \) is the probability of type I error one wishes to spend at information time \( s_1 \). For a given alpha spending function \( \alpha(s) \) and a series of standardized test statistic \( Z_k, k=1, \ldots, K \). The corresponding boundaries \( c_k, k=1, \ldots, K \) are chosen such that under the null hypothesis

\[
P(Z_1 < c_1, \ldots, Z_{k-1} < c_{k-1}, Z_k > c_k) = \alpha \left( \frac{k}{K} \right) - \alpha \left( \frac{k - 1}{K} \right).
\]

Some commonly used alpha-spending functions are summarized in the Table 1.2.
1.2.4 Sample size re-estimation

In clinical trials, the fact that many parameters, such as assumed treatment effect size, are uncertain will cause the study to be under-powered or over-powered. Assuming a conservative effect size and designing a trial with a larger sample size is one solution. Without a large enough number of sample size, a clinical trial, especially a phase III study design cannot be convincing from a scientific or a financial viewpoint. To ensure a desirable power, sample size re-estimation (SSR) design has been proposed. In SSR design, a sample size based on an guessed effect size is calculated before the study. In an interim analysis, the sample size is re-estimated adaptively based on the accrued data and the target power.

Let us assume a randomized trial with two parallel groups (a test treatment vs. a placebo). Assume that the distribution of the response of the primary endpoint is distributed as a normal distribution. The total sample size required for obtaining a desired power of \( 1 - \beta \) for a two-sided alternative hypothesis can be obtained using the following formula (see, e.g., Chow et al., 2003)

\[
N = \frac{4\sigma^2(z_{\alpha/2} + z_\beta)}{\Delta^2}
\]

where \( \Delta \) is the clinically meaningful difference. Usually, \( \sigma^2 \) is unknown and need to be estimated based on previous studies. Let \( \sigma^{*2} \) be the initial guess of the within-group variance for sample size determination before the study. Nevertheless, if the true within-group variance is actually \( \sigma^{\prime2} \), then the sample size to be adjusted to achieve the desired power \( 1 - \beta \) at the \( \alpha \) level of significance for a two-sided alternative is given by

\[
N' = N \frac{\sigma^{\prime2}}{\sigma^{*2}}
\]

Various statistical procedures for sample size re-estimation in group sequential
trial designs are proposed, such as, Cui-Hung-Wang’s method (1999), Proschan-Hunsberger’s method (1995), and Bauer and Kohn’s idea (1994).

In the Cui-Hung-Wang’s approach (1999), suppose that it is planned to perform up to $K-1$ interim analyses and one possible final analysis and that $n_k$ subjects are obtained for each population between the $(k-1)$th and $k$th analyses. Let $N_k$ be the planned cumulative sample size from stage 1 to stage $k$, and let $t_k = N_k/N$ be the information fraction or information time at the $k$th interim analysis. At the end of the $L$th interim analysis for specified $L (1 \leq L \leq K-1)$, the adjusted total sample size based on the observed treatment effect $\Delta_L$ is

$$M = N(\Delta/\Delta_L)^2. \quad (1.5)$$

Accordingly, the sample size at $(L + j)$th look is

$$M_{L+j} = b(N_{L+j} - N_L) + N_L, \quad (1.6)$$

where $b = (M - N_L)/(N - N_L), j = 1, \ldots, K - L$. They developed a new group sequential test based on the repeated significance test that can be asymptotically expressed as a Brownian motion process. Let $B(t)$ be such a repeated significance test evaluated at the information time $t, 0 \leq t \leq 1$. Let $Z(t) = B(t)/t^{1/2}$. Suppose that the decision to increase the maximum information from one to $\omega$ is made at time $t = t_L$ on the basis of the observed value of $Z(t_L)$. Let $c = (\omega - t_L)/(1 - t_L)$. Thus the new test statistic can be constructed as

$$U(t) = Z(t), t \leq t_L, \quad (1.7)$$
and

\[ U(t) = Z(t_L)\{\omega(t_L,t)\}^{1/2} + \left[\frac{\{B(c(t-t_L)+t_L)-B(t_L)\}}{c(t-t_L)}\right]^{1/2} \times [1-\omega(t_L,t)]^{1/2}, t_L \leq t \leq 1, \]

(1.8)

where \( \omega(t_L,t) = t_L/t \). Cui et al. (1999) showed that using \( U(t) \) and original boundary from the group sequential trial will not inflate the type I error rate, but gain power substantially.

Cui-Hung-Wang’s method has the following advantages. First, the adjustment of sample size is easy. Second, using the same stopping boundaries from the traditional group sequential trial is straightforward. The disadvantages include that (i) this method is somewhat ad hoc, which does not aim a target power, and (ii) Weighting outcomes differently for patients from different stages is difficult to explain clinically.

For a given two-stage design, Proschan and Hunsberger (1995) and Proschan (2005) proposed re-estimating sample size based on the conditional power and offered a new critical value to control the type I error rate.

Chow and Chang (2011) discussed the SSR methods for Bauer-Köhne’s (1994) sequential method approach. In the Bauer-Köhne method, let \( P_1 \) and \( P_2 \) be the p-values for the sub-samples obtained from the first stage and second stage, respectively. Fisher’s criterion leads to rejection of \( H_0 \) at the end of trial if

\[ P_1 P_2 \leq c_\alpha = e^{-\frac{1}{2} \chi^2_{1,1-\alpha}}. \]

Decision rules at the first stage:

\[
\begin{align*}
&\begin{cases}
P_1 \leq \alpha_1, & \text{Stop trial and reject } H_0, \\
P_1 > \alpha_0, & \text{Stop trial and accept } H_0, \\
\alpha_1 < P_1 \leq \alpha_0, & \text{Continue to the second stage.}
\end{cases}
\end{align*}
\]
For determination of $\alpha_1$ and $\alpha_0$, the overall type I error rate is given by

$$\alpha_1 + \int_{\alpha_1}^{\alpha_0} \frac{c}{P_1} dP_2 dP_1 = \alpha_1 + c_a l n \frac{\alpha_0}{\alpha_1} = \alpha.$$  

Decision rule at the final stage is given by

$$\begin{cases} 
P_1 P_2 \leq e^{-\frac{1}{2} \chi^2_{1-\alpha}}, & \text{Reject } H_0, \\ 
Otherwise, & \text{Accept } H_0. 
\end{cases}$$

Lai (2013) studied the effect of classic Brownian and fractional Brownian motion on the sample size estimation with interim analysis. The fundamental assumptions in the Brownian motion is that the increment of the monitoring statistic would be independent. Nevertheless, this assumption may be violated due to aggregation. The fractional Brownian motion is an extension of the classic Brownian motion, which have a long memory to apply to interim analysis.

### 1.3 Public health significance

Clinical trials are the gold standard for evaluating new therapies. ‘A properly planned and executed clinical trial is the best experimental technique for assessing the effectiveness of an intervention. It also contributes to the identification of possible harms (Friedman et al., 2015).’ The clinical trial directly involves human beings and cost a lot. According to the 2015 - 2016 Global Participation in Clinical Trials Report by FDA, ‘the country contributing the most clinical trial participants was the United States. Compared to the population of the entire world (7.4 Billion), the US (0.35 Billion) makes up a little more than 4% of the world population.’ ‘A Phase 2 clinical trial costs from US $7.0 million (cardiovascular) to US $19.6 million(hematology), whereas a Phase 3 clinical
trial costs ranged from US $11.5 million (dermatology) to US $52.9 (pain and anesthesia) on average’ (Sertkaya, A. et al., 2016).

But traditional clinical trials may suffer from several flaws, exposing patients to inferior treatments and danger and wasting resources and money. Therefore, there is an urgent need to develop efficient and ethical clinical trial designs and analysis methods. Response-adaptive randomization can achieve different ethical and efficient objectives. Covariate-adaptive randomization is proposed to eliminate selection biases and imbalance of covariates across treatments, leading to better analysis of trial results. Sequential monitoring possesses ethical, administrative and economic advantages. Sample size re-estimation is an useful approach to guarantee the power and success of a trial.

In this dissertation, I study statistical properties of combining sequential monitoring, SSR and adaptive randomization in one clinical trial. The success of the research can lead to a more efficient and ethical trial with effective sample size, saving more patients in the trial and benefiting the general population related to the corresponding treatments.

1.4 Organization of the dissertation

In Chapter 2, I study sequential monitoring of urn models with SSR. In Chapter 3, I study sequential monitoring of CAR with SSR when all the randomization covariates are included in the data analysis. In Chapter 4, I study sequential monitoring of CAR with SSR when a subset of the randomization covariates are included in the data analysis. The conclusions are in Chapter 5, followed by the reference, and the proofs are in the Appendix at the end of the dissertation.
Table 1.1: Unified Formulation for Sequential Design

<table>
<thead>
<tr>
<th>Type</th>
<th>Formula</th>
<th>$I_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single mean</td>
<td>$Z_k = (\bar{X}_k - \mu_0)\sqrt{T_k}$</td>
<td>$I_k = \frac{n_k}{\sigma^2}$</td>
</tr>
<tr>
<td>Paired means</td>
<td>$Z_k = \overline{D}_k\sqrt{T_k}$</td>
<td>$I_k = \frac{n_k}{\tilde{\sigma}^2}$</td>
</tr>
<tr>
<td>Two means</td>
<td>$Z_k = (\bar{X}<em>{Ak} - \bar{X}</em>{Bk})\sqrt{T_k}$</td>
<td>$I_k = \left(\frac{\sigma^2_A}{n_{Ak}} + \frac{\sigma^2_B}{n_{Bk}}\right)^{-1}$</td>
</tr>
<tr>
<td>One proportion</td>
<td>$Z_k = (\hat{p}_k - p_0)\sqrt{T_k}$</td>
<td>$I_k = \frac{n_k}{\sigma^2}, \sigma^2 = \bar{p}(1 - \bar{p})$</td>
</tr>
<tr>
<td>Two proportions</td>
<td>$Z_k = (\hat{p}<em>{Ak} - \hat{p}</em>{Bk})\sqrt{T_k}$</td>
<td>$I_k = \frac{1}{\sigma^2}\left(\frac{1}{n_{Ak}} + \frac{1}{n_{Bk}}\right)^{-1}$, $\sigma^2 = \bar{p}(1 - \bar{p})$</td>
</tr>
<tr>
<td>Name</td>
<td>Equation</td>
<td></td>
</tr>
<tr>
<td>---------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>O’Brien-Fleming</td>
<td>$\alpha_1(s) = 2{1 - \phi(z_{\alpha/2}/\sqrt{s})}$</td>
<td></td>
</tr>
<tr>
<td>Pocock</td>
<td>$\alpha_2(s) = \alpha \log[1 + (e - 1)s]$</td>
<td></td>
</tr>
<tr>
<td>Lan-DeMets-Kim</td>
<td>$\alpha_3(s) = \alpha s^\Theta, \Theta &gt; 0$</td>
<td></td>
</tr>
<tr>
<td>Hwang-Shih</td>
<td>$\alpha_4(s) = \alpha[(1 - e^{\zeta s}/(1 - e^{-\zeta}))], \zeta \neq 0$</td>
<td></td>
</tr>
</tbody>
</table>

*Table 1.2: $\alpha$-spending functions (Chow and Chang, 2012)*
Chapter 2

Sequential monitoring of randomized clinical trials with urn models and sample size re-estimation

Abstract: Clinical trials are usually complex involving multiple competitive objectives such as maximizing the power to detect treatment effects while controlling type I error rate, assigning more patients to better treatment and decreasing the total sample size and cost. Response-adaptive randomization (RAR) procedures have been proposed to achieve these objectives. Sequential monitoring and sample size re-estimation (SSR) are also commonplace in modern clinical trials. In this chapter, I investigate the sequential monitoring of randomized clinical trials with urn models and SSR. To perform sequential monitoring of urn models with SSR, one has to simultaneously address the three sequential procedures (the allocation of patients, the urn compositions and the estimators), and deal with sequential statistics with revised information time due to SSR. Therefore, it is challenging to derive the joint distribution of the sequential statistics, and to control the type I error rate. I overcome these hurdles by employing appropriate framework and SSR.
methods, and deriving the asymptotic results for the proposed procedure. Under some regularity conditions, I proved the asymptotic distribution of the proposed sequential statistics follows Brownian motion under null hypothesis. Therefore, traditional critical values for sequential monitoring based on Brownian motion can be used for the proposed procedure to control the type I error rate. I performed simulation studies for three types of urn models, and the results demonstrated that my proposed approaches can control the type I error rate well and also demonstrate the advantages of the proposed methods over traditional designs.

2.1 Introduction

Clinical trials are usually complex involving multiple competitive objectives such as maximizing the power to detect treatment effects, assigning more patients to better treatment and decreasing the total sample size and cost. Practical clinical trials suffer from some inevitable difficulties such as wrong or inaccurate estimate of the required sample size. A variety of adaptive approaches including group sequential monitoring, adaptive randomization, and sample size re-estimation (SSR) have been proposed to solve these problems and achieve ethical and efficient objectives. In this chapter, I study the advantages of the sequential monitoring of clinical trials with randomized urn models and SSR.

It is natural to conduct a sequential analysis in clinical trials where data accumulates sequentially. Jennison and Turnbull (2000) summarized three reasons to perform sequential monitoring in clinical trials. First, it is ethical to monitor progress of the trial to prevent participants from being exposed to unnecessary unsafe, inferior or ineffective treatment regimens. Second, the administrative reason for interim analysis is to ensure that the protocol has been complied. Third, there are obvious economic benefits such as saving cost and time due to possible early stopping.
Sequential monitoring originated from the sequential probability ratio test proposed by Wald (1947). Armitage (1975) introduced sequential monitoring to clinical studies, and his approach was based on a patient-by-patient monitoring. Further, the following three papers are particularly influential and become the foundation of methodological research and basis of practice in clinical trials. Pocock (1977) proposed group sequential monitoring; O’Brien and Fleming (1979) proposed the most popular and commonly used idea of rejection boundaries for sequential monitoring; Lan and DeMets (1983) investigated the alpha spending function that is very flexible and does not require pre-set number of interim analysis and schedule. More details about sequential monitoring can be seen in Jennison and Turnbull (2000), and Whitehead (1997).

Traditional clinical trial designs such as complete randomization and stratified permuted block randomization emphasize equal allocation. For example, Connor et al. (1994) compared the effect of Zidovudine and placebo on reducing maternal-infant HIV transmission with equal allocation. Although the advantages of the new treatment was successfully detected, the randomization was in question. First, we keep assigning patients to the two treatment arms with equal chance even if we have opportunity to detect that the new treatment is probably better during the trial. It is desirable to assign patients to possibly favorable treatment with higher chance, and such strategy potentially increases the enrollment rate. Second, equal allocation has been deemed as the best in terms of power assuming the variances of the two groups are equal, but the assumption may not be true in practice. In order to achieve better ethical and efficient objectives, response-adaptive randomization (RAR) that skews the allocation probability according to the previous treatment assignments and responses has been proposed (Hu and Zhang, 2004). RAR procedure usually consists of three steps: (1) objectives are determined and mathematically formulated; (2) the optimal allocation proportions which are usually the solutions to the optimization problems formulated in the first step are derived; (3)
appropriate RAR procedures are implemented to target the theoretically derived optimal allocation proportions derived in the second step.

The idea of RAR stemmed from Thompson (1933) and Robbins (1952). Hu and Rosenberger (2003) theoretically proved that RAR can increase the efficiency of clinical trials. Tymofyeyev et al. (2007) established a mathematical framework to derive the optimal allocations. Rosenberger et al. (2001) studied an optimal allocation that minimizes the total number of failures while fixing the power. Ivanova and Rosenberger (2000) showed that an unequal allocation can result in a gain in the power. There are two families of RAR, i.e., doubly adaptive biased coin design (Hu and Zhang, 2004) and urn models. In this chapter, I focused on urn models.

The idea of urn models can be traced back to Pólya’s urn model (Eggenberger and Pólya, 1923) and the generalized Friedman’s urn model (GFU) by Athreya and Karlin (1968). Zelen (1969) proposed the play-the-winner (PW) rule for clinical trials with binary responses. Wei and Durham (1978) investigated the randomized play-the-winner rule that is the most well-known urn models in clinical trials. Real clinical trials using urn models include Rout et al. (1993), Bartlett et al. (1985) and Tamura et al. (1994). Zhang et al. (2006) proposed a family of sequential estimation-adjusted urn model (SEU) that can target any pre-specified treatment allocation proportion such as Neyman allocation (Neyman, 1934), optimal allocation (Rosenberger et al., 2001) and urn allocation and satisfy various needs. The SEU model contains a variety of urn models such as play-the-winner (PW) rule, randomized play-the-winner (RPW) rule and GFUs as its special cases. I study sequential monitoring of clinical trials with urn models and SSR through SEU model.

Usually, in a clinical trial, the sample size is calculated based on overall assumptions and prior studies with knowledge of similar design conditions. Unfortunately, the prior studies often involve different participating populations, medical practices, etc. As
a result, we may have to modify the sample size to ensure the study power. Wittes and Brittain (1990), Gould (1992), Gould and Shih (1992, 1998), Shih (1992) studied SSR approaches using an internal pilot study; Herson and Wittes (1993) studied SSR approaches for a fixed sample test; Cui et al. (1999) and Denne (1996) studied SSR approaches for group sequential tests.

Despite the numerous advantages of the three adaptive approaches (group sequential monitoring, urn models, and SSR), the research on combining them in one clinical trial is lacking in the literature due to the conceptual and theoretical difficulties. One of the critical statistical problems for all confirmatory clinical trials is the control of the type I error rate. However, sequential monitoring tends to inflate the type I error rate due to multiple hypothesis testing; group sequential monitoring involves correlated sequential statistics at different time points; the treatment assignment probabilities of urn models depend on urn composition, allocation of patients and the sequentially estimated unknown parameters; the responses from urn models depend on all the previous treatment assignments and responses; SSR changes the maximum information and introduces extra dependence between the observed data. To perform sequential monitoring of urn models with SSR, one has to simultaneously address the three sequential procedures (the allocation of patients, the urn compositions and the estimators), and deal with sequential statistics with revised information time due to SSR. Therefore, it is challenging to derive the joint distribution of the sequential statistics, and to control the type I error rate. I overcome these hurdles by employing appropriate framework and SSR methods, and deriving the asymptotic results for the proposed procedure. In my study, I proposed a general framework for sequential monitoring clinical trials using urn models and SSR. I also proposed sequential statistics and proved that its asymptotic distribution is a Brownian motion under null hypothesis. Therefore, traditional critical values for sequential monitoring Brownian motion can be used for the proposed procedure to control the type
I error rate. I performed extensive simulations for three types of urn models, and the results demonstrated that my proposed approaches can control the type I error rate very well.

In Section 2.2, I introduce the notation, framework, the proposed methods, examples under the framework, and theoretical findings. In Section 2.3, I present results from simulations. Conclusions are in Section 2.4.

2.2 Sequential monitoring of SEU model with SSR

2.2.1 Notation and framework

I first offer a general framework for sequential monitoring of SEU model, and incorporate SSR later. Assume the patients sequentially enter the clinical trial comparing two treatments, and the originally planned sample size is n. At the beginning, the urn contains $Y_k(0)$ balls of type $k$, $k = 1, 2$, and write $Y(0) = (Y_1(0), Y_2(0))$. When the $i$th patient is ready for randomization, $i = 1, 2, \ldots, n$, a ball, say type $k$, is randomly drawn from the urn, and replaced. Then the $i$th patient will be allocated to treatment $k$, and the response $\xi_{i,k}$ will be observed. Additional $d_i(k, g, \xi_{i,k})$ balls of type $g$, $g = 1, 2$, are added to the urn, where $d_i(k, g, \xi_{i,k})$ is a function of $\xi_{i,k}$. Denote $Y(m) = (Y_1(m), Y_2(m))$ as the urn composition after $m$ patients have been randomly assigned; denote matrix $D_m = (d_m(k, g, \xi_{m,k}), k, g = 1, 2)$ as addition rules; denote $X_m = (X_{m,1}, X_{m,2})$ as the observed result of the $m$th draw ($X_{m,k} = 1$ if the $m$th draw is the ball of type $k$, $k = 1, 2$, $X_{m,k} = 0$ otherwise). Then $N(m) = (N_1(m), N_2(m)) = \sum_{i=1}^{m} X_i$ are the number of patients in the treatments and I have $Y(m) = Y(m - 1) + X_m D_m$. Further, I assume that $\xi_m = (\xi_{m,1}, \xi_{m,2})$ are independent and identical distributed with unknown parameter $\Theta = (\theta_1, \theta_2)$. To simplify the notation, I use one-dimensional parameter. It is easy to generalize it to multi-dimensional case. Here, only $\xi_{m,k}$ can be observed if the $m$th patient
is assigned to treatment $k$, $k = 1, 2$. Without loss of generality, I assume $\Theta = E[\xi_m]$ since I can transform $\xi_m$ and treat the transformation as responses to make this assumption hold if such transformation exists. Further discussion can be found in Gwise et al. (2008) and Hu and Zhang (2004). Then I can obtain the estimator $\hat{\Theta}(m) = (\hat{\theta}_1(m), \hat{\theta}_2(m))$ after $m$ patients with $\hat{\theta}_k(m) = \sum_{i=1}^{m} X_{i,k} \xi_{i,k} + 1 / N_k(m) + 1$, $k = 1, 2$, where 1 is added to both the numerator and the denominator to avoid discontinuity and problems caused by the case when no patients are in any certain treatment. Note that both the addition rules $D_m = D(\hat{\Theta}(m-1), \xi_m)$ and the generating matrices $H_m = H(\hat{\Theta}(m-1)) = E[D_m|F_{m-1}]$ depend on previous responses, where the sigma field $F_{m-1}$ is generated by $\{Y(0), Y(1), \ldots, Y(m-1), X_1, \ldots, X_{m-1}, \xi_1, \ldots, \xi_{m-1}\}$, which implies that it is a type of RAR design.

Let $\lfloor \cdot \rfloor$ denote the floor function and $t = N/n$ be the information time when $N$ is the number of enrolled patients. Accordingly, I have $N(\lfloor nt \rfloor) = (N_1(\lfloor nt \rfloor), N_2(\lfloor nt \rfloor))$, where $N_j(\lfloor nt \rfloor) = \sum_{i=1}^{\lfloor nt \rfloor} X_{i,j}$, $j = 1, 2$, is the number of patients assigned to treatment $j$ at information time $t$; $Y(\lfloor nt \rfloor) = (Y_1(\lfloor nt \rfloor), Y_2(\lfloor nt \rfloor))$ is the urn composition at information time $t$; the estimators are $\hat{\Theta}(\lfloor nt \rfloor) = (\hat{\theta}_1(\lfloor nt \rfloor), \hat{\theta}_2(\lfloor nt \rfloor))$, i.e.,

$$\hat{\theta}_1(\lfloor nt \rfloor) = \frac{\sum_{i=1}^{\lfloor nt \rfloor} X_{i,1} \xi_{i,1} + 1}{N_1(\lfloor nt \rfloor) + 1} \quad \text{and} \quad \hat{\theta}_2(\lfloor nt \rfloor) = \frac{\sum_{i=1}^{\lfloor nt \rfloor} X_{i,2} \xi_{i,2} + 1}{N_2(\lfloor nt \rfloor) + 1} \quad (2.1)$$

In this paper, I perform the following hypothesis testing to compare two treatments in clinical trials:

$$H_0 : h(\theta_1) = h(\theta_2) \text{ versus } H_1 : h(\theta_1) \neq h(\theta_2) \text{ (or } h(\theta_1) > h(\theta_2)\),$$

where $h$ is a $\mathbb{R} \rightarrow \mathbb{R}$ function of parameters and assumed to be continuous and twice
differentiable on a small neighborhood of \( \theta_i, i = 1, 2 \). The following sequential test statistics at time point \( t \in (0, 1] \) will be used, i.e.,

\[
Z_t \left( \frac{N([nt])}{[nt]}, \hat{\Theta}([nt]) \right) = \frac{h(\hat{\theta}_1([nt])) - h(\hat{\theta}_2([nt]))}{\sqrt{\hat{\text{Var}}(h(\hat{\theta}_1([nt])))} + \hat{\text{Var}}(h(\hat{\theta}_2([nt])))} \tag{2.2}
\]

Assume \( \hat{\text{Var}}(h(\hat{\theta}_1([nt]))) \) and \( \hat{\text{Var}}(h(\hat{\theta}_2([nt]))) \) are consistent estimators of the variances of \( h(\hat{\theta}_1([nt])) \) and \( h(\hat{\theta}_2([nt])) \), respectively. We also assume there exist two functions \( u_1 \) and \( u_2 \) satisfying

\[
|nt| \hat{\text{Var}}(h(\hat{\theta}_i([nt]))) = u_i \left( \frac{N([nt])}{[nt]}, \hat{\Theta}([nt]) \right) (1 + o(1)) \quad \text{a.s.} \quad i = 1, 2.
\]

### 2.2.2 Examples

As a type of RAR design, the SEU model is able to target some pre-specified allocation proportions that are usually derived based on certain optimization criterion. In this chapter, I denote the targeted allocation proportion as \( v = (v_1, v_2) \), and details regarding the relationship between \( v \) and the generating matrix \( H \) can be seen in Zhang et al. (2006). Next, I offer 3 examples to show how to sequentially monitor the SEU model, and the simulations in Section 2.3 are based on the three examples.

**Example 1** Assume the responses are binary with success rates \( p_1 \) and \( p_2 \) for the two treatments under study, and the hypotheses to test are

\[
H_0 : p_1 = p_2 \text{ versus } H_1 : p_1 > p_2.
\]

The SEU model targeting the following optimal allocation proportion proposed by Rosen-
berger et al. (2001) is used to sequentially assign patients,

\[ v_1 = \frac{\sqrt{p_1}}{\sqrt{p_1} + \sqrt{p_2}} \quad v_2 = \frac{\sqrt{p_2}}{\sqrt{p_1} + \sqrt{p_2}}. \] (2.3)

This optimal allocation is used to minimize the expected total failure number for fixed power. Then the updating rule of balls in the urn and the generating matrix can be derived based on \( \mathbf{v} = (v_1, v_2) \), where \( \mathbf{v} \) is the left eigenvector of the limiting generating matrix \( \mathbf{H} \) with respect to its largest eigenvalue and satisfying \( v_1 + v_2 = 1 \). For this case, I have

\[ \mathbf{H} = \begin{pmatrix} \sqrt{p_1} & \sqrt{p_2} \\ \sqrt{p_1} & \sqrt{p_2} \end{pmatrix}, \]

and the corresponding addition rule is that \( \sqrt{\hat{p}_1(m-1)} \) balls of type 1 and \( \sqrt{\hat{p}_2(m-1)} \) balls of type 2 are added to the urn after the \( m \)th patient has been randomly assigned.

In this case, \( \Theta = (p_1, p_2) \), \( h(\theta_j) = \theta_j = p_j, j = 1, 2 \), and the sequential statistics \( Z_t(y, z) \) is a function from \( \mathbb{R}^4 \) to \( \mathbb{R} \):

\[ Z_t(y, z) = Z_t(y_1, y_2, z_1, z_2) = \frac{z_1 - z_2}{\sqrt{z_1(1-z_1) + z_2(1-z_2)}} = \frac{\hat{p}_1([nt]) - \hat{p}_2([nt])}{\sqrt{\hat{p}_1([nt])(1-\hat{p}_1([nt])) + \hat{p}_2([nt])(1-\hat{p}_2([nt]))}}, \]

where \( y = (N_1([nt])/[nt], N_2([nt])/[nt]) \) and \( z = (\hat{\theta}_1([nt]), \hat{\theta}_2([nt])) \), \( h(\hat{\theta}_j([nt])) = \hat{\theta}_j([nt]), j = 1, 2 \). I also have

\[ \text{Var}(h(\hat{\theta}_j([nt]))) = \frac{\hat{p}_j([nt])(1-\hat{p}_j([nt]))}{N_j([nt])}, \]

and

\[ u_j(v, \Theta) = \frac{p_j(1-p_j)}{v_j}, j = 1, 2. \]

**Example 2 (Randomized play-the-winner (RPW) rule)** In this example, assume
the responses are binary with success rates $p_1$ and $p_2$ for the two treatments under study, and I use SEU model to implement the RPW rule with the targeted urn allocation proportion,

$$v_1 = \frac{q_2}{q_1 + q_2}, \quad v_2 = \frac{q_1}{q_1 + q_2}, \quad (2.4)$$

where $q_j = 1 - p_j, j = 1, 2$. The hypotheses to test are

$$H_0 : p_1 = p_2 \text{ versus } H_1 : p_1 > p_2.$$

The addition rule is that one ball of the same type is added to the urn if the response is success and one ball of the opposite type is added to the urn if the response is failure. So I have

$$D_n = \begin{pmatrix} \xi_{n,1} & 1 - \xi_{n,1} \\ 1 - \xi_{n,2} & \xi_{n,2} \end{pmatrix},$$

and

$$H = \begin{pmatrix} p_1 & q_1 \\ q_2 & p_2 \end{pmatrix}.$$

The sequential statistics are the same as in Example 1.

**Example 3.** Assume the responses of the two treatments follow normal responses $N(\mu_1, \sigma_1^2)$ and $N(\mu_2, \sigma_2^2)$, respectively. The hypothesis are

$$H_0 : \mu_1 = \mu_2 \text{ versus } H_1 : \mu_1 > \mu_2.$$

The SEU model targeting the following Neyman allocation (Neyman, 1934) is used to sequentially assign patients:

$$v_1 = \frac{\sigma_1}{\sigma_1 + \sigma_2}, \quad v_2 = \frac{\sigma_2}{\sigma_1 + \sigma_2}, \quad (2.5)$$
Neyman allocation is used to maximize the power. Based on Neyman allocation, I can derive the generating matrix as follows,

\[
H = \begin{bmatrix}
\frac{\sigma_1}{\sigma_1 + \sigma_2} & \frac{\sigma_2}{\sigma_1 + \sigma_2} \\
\frac{\sigma_1}{\sigma_1 + \sigma_2} & \frac{\sigma_2}{\sigma_1 + \sigma_2}
\end{bmatrix},
\]

and the addition rule is that \(\frac{\hat{\sigma}_1(m-1)}{\hat{\sigma}_1(m-1) + \hat{\sigma}_2(m-1)}\) balls of type 1 and \(\frac{\hat{\sigma}_2(m-1)}{\hat{\sigma}_1(m-1) + \hat{\sigma}_2(m-1)}\) balls of type 2 are added to the urn after the \(m\)th patient has been randomly assigned.

The test statistics at time \(t\) is then

\[
Z_t = \frac{\hat{\mu}_1\left(\lfloor nt \rfloor\right) - \hat{\mu}_2\left(\lfloor nt \rfloor\right)}{\sqrt{\frac{\hat{\sigma}_1^2\left(\lfloor nt \rfloor\right)^2}{N_1\left(\lfloor nt \rfloor\right)} + \frac{\hat{\sigma}_2^2\left(\lfloor nt \rfloor\right)^2}{N_2\left(\lfloor nt \rfloor\right)}}}
\]

### 2.2.3 Incorporation of sample size re-estimation

Next, I implement sample size re-estimation in the above procedure of sequential monitoring of SEU models. In this chapter, I assume non-decrease of sample size as recommended by (FDA, 2010). Suppose I have \(K\) interim analyses at information time points \(t_1, \ldots, t_L, \ldots, t_K\), and I implement SSR at the end of the \(L\)th interim analysis \((L < K)\) based on the observed data using the method in Cui et al. (1999). Define the treatment effect \((\Delta)\) as

\[
\Delta = \frac{\mu_1 - \mu_2}{\sqrt{\frac{\sigma_1^2}{v_1} + \frac{\sigma_2^2}{v_2}}}
\]

for normal distribution and

\[
\Delta = \frac{p_1 - p_2}{\sqrt{\frac{p_1 q_1}{v_1} + \frac{p_2 q_2}{v_2}}}
\]

for binary responses. Because \(B_t - \sqrt{n}\Delta t\) is asymptotically standard Brownian Motion according to Zhu and Hu (2012), the conditional power, \(CP_{L}\), given the observed treatment effect \((\Delta)\) and the test statistics \((Z_t)\) at time \(t = t_L\) with sample size \(N\) can be
calculated in this way
\[ CP_L = P(Z_1 > C | Z_t, \Delta) \]
\[ = P (Z_1 - \sqrt{n} \Delta > C - \sqrt{n} \Delta | Z_t, \Delta) \]
\[ = P (Z_1 - \sqrt{n} \Delta - (\sqrt{t} Z_t - \sqrt{n} \Delta t) > C - \sqrt{n} \Delta - (\sqrt{t} Z_t - \sqrt{n} \Delta t) | Z_t, \Delta) \]
\[ = P \left( \frac{Z_1 - \sqrt{n} \Delta - (\sqrt{t} Z_t - \sqrt{n} \Delta t)}{\sqrt{1 - t}} > \frac{C - \sqrt{n} \Delta - (\sqrt{t} Z_t - \sqrt{n} \Delta t)}{\sqrt{1 - t}} \right) \]
\[ = 1 - \Phi \left( \frac{C - \sqrt{t} Z_t - \sqrt{n} \Delta (1 - t)}{\sqrt{1 - t}} \right) \]
where \( \Phi(\cdot) \) is the CDF of the standard normal distribution, and \( C \) is the final critical value at the end of the trial. Specifically, I re-estimate the sample size as follows:

1. Estimate the treatment effect \( (\Delta) \) and calculate the test statistics \( (Z_t) \) at time \( t = t_L \) based on observed sample size \( N \).

2. If the conditional power, \( CP_L \), calculated by plugging in the estimated treatment effect and observed test statistics from step (1) for originally planned sample size \( n \) is not less than the desirable level \( cp_1 \), then no SSR will be implemented. Otherwise, if the \( CP_L \) is more than 0.01, search \( n^* \) that satisfies \( CP_L = cp_1 \).

3. Then I increase the original sample size at stages \( k \geq L + 1 \) by a multiplier of \( b = \min(b^*, b_{\text{max}}) \), where \( b_{\text{max}} \) is a prespecified maximum sample size factor, and \( b^* = (n^* - N)/(n - N) \).

Then I can use the following new sequential statistics to perform sequential monitoring

\[ U_t = \begin{cases} 
Z_t, & \text{if } t \leq t_L; \\
[w(t_L, t)]^{1/2} \times Z_{t_L} + [1 - w(t_L, t)]^{1/2} \times \\
\{[B(b(t - t_L) + t_L) - B(t_L)]/[b(t - t_L)]^{1/2}\}, & \text{if } t > t_L, 
\end{cases} \] (2.6)

where \( w(t_L, t) = t_L/t, \) \( B(t) = \sqrt{t} Z_t \).
2.2.4 Asymptotic results

We need the following assumptions for responses $\xi_n$, addition rules $D_n = D(\hat{\Theta}(n-1), \xi_n)$ and the function $H(x)$.

(A1) There exists a constant $\gamma > 0$ such that $H' \mathbf{1} = \gamma \mathbf{1}'$ and $\mathbf{1} = (1, \ldots, 1)$. In addition, $H$ has the following Jordan decomposition:

$$T^{-1}HT = \gamma \text{diag}[1, J_2, \ldots, J_s]$$

where $J_s$ is a $\nu_t \times \nu_t$ matrix, given by

$$J_t = \begin{pmatrix}
\lambda_t & 1 & 0 & \cdots & 0 \\
0 & \lambda_t & 1 & \cdots & 0 \\
0 & 0 & \lambda_t & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \lambda_t
\end{pmatrix},$$

and $T$ and $J_t$ are functions of $\Theta$.

(A2) $E\|\xi_1\|^r < \infty$ for some $r > 2$.

(A3) The addition rules $D_n \geq 0$ are bounded.

(A4) $H(x)$ is twice differentiable.

Theorem 2.1. Let $B_t^U = \sqrt{t}U_t$. If Assumptions (A1)-(A4) are satisfied, then under $H_0$, $B_t^U$ converges to a standard Brownian motion in distribution. The sequential statistics $\{U_{t_1}, \ldots, U_{t_K}\}, 0 \leq t_1 \leq t_2 \leq \ldots \leq t_K \leq 1$ follows the asymptotic canonical joint distribution defined in Jennison and Turnbull (2000): under $H_0$,

(i) $\{U_{t_1}, \ldots, U_{t_k}\}$ is multivariate normal;
(ii) $E U_{t_i} = 0$;

and (iii) $\text{Cov}(U_{t_i}, U_{t_j}) = \sqrt{\lfloor nt_i \rfloor / \lfloor nt_j \rfloor}$, $0 \leq t_i \leq t_j \leq 1$.

The proof is given in the Appendix.

This theorem reveals the most fundamental properties for the proposed method, i.e., the asymptotic joint distribution of the sequential statistics. Therefore, a variety of future research and methods can be performed based on this result, among which the control of the type I error rate is the focus of this chapter. Since the asymptotic joint distribution of the sequential statistics is the asymptotic canonical joint distribution defined in Jennison and Turnbull (2000), all the methods based on this distribution in that book and in other papers such as Pocock’s test, O’Brien and Fleming’s test, the tests of Wang and Tsiatis (1987), the tests of Haybittle (1971) and Peto et al. (1976), the equivalence test, spending functions, stochastic curtailment, and repeated confidence intervals can be used to control the type I error rate for this procedure and to provide important information for DSMB to make decision about whether to continue the trial. In this chapter, I use the alpha spending function mimicking the O’Brien Fleming boundaries as follows,

$$\alpha_{OBF}(t) = 2 \left(1 - \Phi \left(\frac{z_{\alpha/2}}{\sqrt{t}}\right)\right).$$

If I perform the sequential monitoring at information time $t_1 = 0.2$, $t_2 = 0.5$, and $t_3 = 1$, the corresponding boundaries are $C_1 = 4.877$, $C_2 = 2.963$, $C_3 = 1.969$ (Proschan et al., 2006).

### 2.3 Numerical and simulation studies

In this section, I study the finite-sample properties of my proposed methods using the three SEU models in Example 1-3, and compare the SEU models with complete randomization. Assume that the originally planned sample size is $n = 500$ with three
interim looks at information time \( t_1 = 0.2 \) \((n_1 = 100)\), \( t_2 = 0.5 \) \((n_2 = 250)\), and \( t_3 = 1 \) \((n = 500)\). The corresponding O’Brien-Fleming-like spending function boundaries are \( C_1 = 4.877, \  C_2 = 2.963, \  C_3 = 1.969 \). I implement SSR if the trial is determined to continue after the second interim analysis. The cap of the sample size at stage 3 is 500. In this case, \( w(t_2, t_3) = 0.5 \) and \( b_{\max} = 2 \). The datasets are generated based on different parameter combinations shown in the tables. All the results are based on 10,000 replications.

Table 2.1 summarizes the results of the SEU model in Example 1. The initial urn composition is \( Y(0) = (5, 5) \), and the randomization procedure will follow the rule of urn models explained before. If I decide to continue the trial after the second interim look as described in Section 2.2.3, I calculate the conditional power based on the observed data. If the conditional power is less than 0.9, I increase the sample size to make the conditional power to be 0.9. I report the type I error rate \( (\alpha) \) (the proportion of the number of rejections of \( H_0 \) out of 10,000 replications, and the intended value is 0.025) and the average and standard deviation of the following values out of 10,000 replications: actual allocation proportion in treatment 1 \((\hat{\rho}_1 = N_1/(N_1 + N_2))\), urn compositions represented by the proportion of balls of type 1 \((\hat{\text{Urn}}_1 = Y_1/(Y_1 + Y_2))\), total sample size \((SS)\), total failure number \((\text{failure})\) and failure rate \((\text{failrate})\) considering the total sample sizes are different. I found that my proposed method can control the type I error rate very well. From the results that both \( \hat{\rho}_1 \) and \( \hat{\text{Urn}}_1 \) are close to 0.5, I can see that my method converges very well. My method does not increase the total sample size.

Table 2.2 reports the empirical power and the average and standard deviation of the following values out of 10,000 replications: actual allocation proportion in treatment 1 \((\hat{\rho}_1)\), urn compositions represented by the proportion of balls of type 1 \((\hat{\text{Urn}}_1)\), total sample size \((SS)\), total failure number \((\text{failure})\) and failure rate \((\text{failrate})\). I find that my proposed method can assign more patients to the better treatment and lead to fewer
failures while controlling the power at the same level as complete randomization (CR),
which is consistent with the objective of the optimal allocations (2.3).

In Table 2.3, I study the SEU model in example 2. Other settings are the same as
in Table 1. I obtain similar conclusions as in Table 2.1. In Tables 2.1 and 2.3, since there
is no treatment effects, the targeted allocation proportions for both SEU models are equal
allocation. Therefore, the SEU models perform equivalently to complete randomization
in terms of allocation proportion and number of failures. In Tables 2.1 and 2.3, I focus on
the results of type I error rate. In Table 2.4, I study the performance of RPW rule under
\( H_1 \). I find that my proposed method can assign more patients to the better treatment
and lead to fewer failures, which is consistent with the objective of the urn allocations
(2.4).

In Table 2.5, I study the performance of the SEU model in Example 3 under \( H_0 \).
In order to get the initial estimate of unknown parameter to update the urn, I randomly
assign 20 patients to the two treatments equally. I found that my proposed method can
control the type I error rate very well. From the results of \( \hat{\rho}_1 \) and \( \hat{Urn}_1 \), I can see that
my method converges very well. In Table 2.6, I study the performance of the SEU model
in Example 3 under \( H_1 \). I can see that the SEU model targeting the Neyman allocation
can increase the power.

2.4 Conclusion

RAR designs have been well-accepted to better achieve various ethical and efficient
objectives. In order to promote its application in real clinical trials, it is necessary to
study statistical properties of combining RAR and the commonly used procedures in
clinical trials, such as sequential monitoring and sample size re-estimation. This chapter
addressed this problem using urn models. I established asymptotic results of the proposed
method and performed comprehensive simulations to demonstrate that I can control the
type I error rate with advantages of assigning more patients to the better treatments, increasing the power and stopping the trial earlier if necessary.

In this chapter, I used alpha spending function to control the type I error rate. Other methods such as the optimal spending functions in Anderson (2007) and the beta spending functions in DeMets (2006) can be investigated. I assumed that the responses are immediately available, which is not always true in real clinical trials. However, there is no difficulty in incorporating delayed responses into the RAR procedure (Hu and Rosenberger, 2006). We can always update the parameter estimators with collected data. It is worth noting that Bai et al. (2008) and Hu and Zhang (2004) showed that the asymptotic results for GFU were not be affected if the response time is reasonably large compared to the entry time intervals. Hu et al. (2008) studied the effect of delayed responses on DBCD. I leave these for future research.
Table 2.1: Performance of different designs under $H_0$ for the scenario of Example 1

<table>
<thead>
<tr>
<th>$(p_1, p_2)$</th>
<th>Design</th>
<th>$\alpha$</th>
<th>$\hat{\rho}_1$</th>
<th>$\hat{\text{Urn}}_1$</th>
<th>SS</th>
<th>failure</th>
<th>failrate</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.2, 0.2)</td>
<td>SEU1</td>
<td>0.025</td>
<td>0.500(0.038)</td>
<td>0.501(0.026)</td>
<td>594(121)</td>
<td>475(98)</td>
<td>0.800(0.017)</td>
</tr>
<tr>
<td>(0.2, 0.2)</td>
<td>CR</td>
<td>0.026</td>
<td>0.500(0.021)</td>
<td>NA</td>
<td>594(122)</td>
<td>475(98)</td>
<td>0.800(0.017)</td>
</tr>
<tr>
<td>(0.3, 0.3)</td>
<td>SEU1</td>
<td>0.028</td>
<td>0.500(0.034)</td>
<td>0.501(0.021)</td>
<td>593(122)</td>
<td>416(86)</td>
<td>0.700(0.019)</td>
</tr>
<tr>
<td>(0.3, 0.3)</td>
<td>CR</td>
<td>0.026</td>
<td>0.500(0.021)</td>
<td>NA</td>
<td>595(122)</td>
<td>416(86)</td>
<td>0.700(0.019)</td>
</tr>
<tr>
<td>(0.5, 0.5)</td>
<td>SEU1</td>
<td>0.026</td>
<td>0.501(0.028)</td>
<td>0.501(0.014)</td>
<td>595(122)</td>
<td>298(62)</td>
<td>0.500(0.021)</td>
</tr>
<tr>
<td>(0.5, 0.5)</td>
<td>CR</td>
<td>0.028</td>
<td>0.500(0.021)</td>
<td>NA</td>
<td>597(123)</td>
<td>298(63)</td>
<td>0.500(0.021)</td>
</tr>
<tr>
<td>(0.7, 0.7)</td>
<td>SEU1</td>
<td>0.027</td>
<td>0.500(0.025)</td>
<td>0.501(0.009)</td>
<td>594(123)</td>
<td>178(38)</td>
<td>0.300(0.019)</td>
</tr>
<tr>
<td>(0.7, 0.7)</td>
<td>CR</td>
<td>0.030</td>
<td>0.500(0.021)</td>
<td>NA</td>
<td>593(122)</td>
<td>178(38)</td>
<td>0.300(0.019)</td>
</tr>
<tr>
<td>(0.8, 0.8)</td>
<td>SEU1</td>
<td>0.026</td>
<td>0.500(0.023)</td>
<td>0.500(0.007)</td>
<td>596(122)</td>
<td>119(26)</td>
<td>0.200(0.017)</td>
</tr>
<tr>
<td>(0.8, 0.8)</td>
<td>CR</td>
<td>0.027</td>
<td>0.500(0.021)</td>
<td>NA</td>
<td>592(122)</td>
<td>118(26)</td>
<td>0.200(0.017)</td>
</tr>
</tbody>
</table>

Note: $p_1, p_2$ are the success rates of the binary response for the two treatments; $\alpha$ is the proportion of the number of rejections of $H_0$ out of 10,000 replications and the intended value is 0.025; actual allocation proportion in treatment 1 ($\hat{\rho}_1$), urn compositions represented by the proportion of balls of type 1 ($\hat{\text{Urn}}_1$), total sample size (SS), total failure number (failure) and failure rate (failrate) are the average and standard deviation of the values out of 10,000 replications.
<table>
<thead>
<tr>
<th>$(p_1, p_2)$</th>
<th>Design</th>
<th>Power</th>
<th>$\hat{p}_1$</th>
<th>$\hat{\mu}_{n_1}$</th>
<th>SS</th>
<th>failure</th>
<th>failrate</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.2, 0.325)</td>
<td>SEU1</td>
<td>0.953</td>
<td>0.453(0.037)</td>
<td>0.443(0.025)</td>
<td>526(187)</td>
<td>385(138)</td>
<td>0.731(0.021)</td>
</tr>
<tr>
<td>(0.2, 0.325)</td>
<td>CR</td>
<td>0.953</td>
<td>0.500(0.024)</td>
<td>NA</td>
<td>529(188)</td>
<td>390(139)</td>
<td>0.737(0.021)</td>
</tr>
<tr>
<td>(0.3, 0.425)</td>
<td>SEU1</td>
<td>0.917</td>
<td>0.464(0.033)</td>
<td>0.458(0.020)</td>
<td>555(184)</td>
<td>352(118)</td>
<td>0.633(0.022)</td>
</tr>
<tr>
<td>(0.3, 0.425)</td>
<td>CR</td>
<td>0.921</td>
<td>0.500(0.023)</td>
<td>NA</td>
<td>557(184)</td>
<td>355(118)</td>
<td>0.637(0.022)</td>
</tr>
<tr>
<td>(0.75, 0.875)</td>
<td>SEU1</td>
<td>0.982</td>
<td>0.483(0.027)</td>
<td>0.481(0.008)</td>
<td>476(189)</td>
<td>89(36)</td>
<td>0.186(0.019)</td>
</tr>
<tr>
<td>(0.75, 0.875)</td>
<td>CR</td>
<td>0.982</td>
<td>0.501(0.025)</td>
<td>NA</td>
<td>478(191)</td>
<td>90(36)</td>
<td>0.188(0.020)</td>
</tr>
<tr>
<td>Design</td>
<td>$\alpha$</td>
<td>$\hat{\rho}_1$</td>
<td>$\hat{\tau}_n$</td>
<td>SS</td>
<td>failure</td>
<td>failrate</td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>--------</td>
<td>-------------</td>
<td>-----------</td>
<td>------</td>
<td>--------</td>
<td>---------</td>
<td></td>
</tr>
<tr>
<td>SEU2</td>
<td>0.026</td>
<td>0.500(0.015)</td>
<td>0.501(0.013)</td>
<td>595(122)</td>
<td>536(110)</td>
<td>0.900(0.013)</td>
<td></td>
</tr>
<tr>
<td>CR</td>
<td>0.024</td>
<td>0.500(0.021)</td>
<td>NA</td>
<td>596(122)</td>
<td>536(110)</td>
<td>0.900(0.013)</td>
<td></td>
</tr>
<tr>
<td>SEU2</td>
<td>0.026</td>
<td>0.501(0.023)</td>
<td>0.501(0.016)</td>
<td>594(122)</td>
<td>416(86)</td>
<td>0.700(0.019)</td>
<td></td>
</tr>
<tr>
<td>CR</td>
<td>0.026</td>
<td>0.500(0.021)</td>
<td>NA</td>
<td>595(123)</td>
<td>416(86)</td>
<td>0.700(0.019)</td>
<td></td>
</tr>
<tr>
<td>SEU2</td>
<td>0.025</td>
<td>0.502(0.041)</td>
<td>0.502(0.026)</td>
<td>595(122)</td>
<td>238(50)</td>
<td>0.400(0.021)</td>
<td></td>
</tr>
<tr>
<td>CR</td>
<td>0.032</td>
<td>0.500(0.021)</td>
<td>NA</td>
<td>595(123)</td>
<td>238(50)</td>
<td>0.400(0.020)</td>
<td></td>
</tr>
<tr>
<td>SEU2</td>
<td>0.025</td>
<td>0.501(0.053)</td>
<td>0.502(0.034)</td>
<td>594(121)</td>
<td>178(38)</td>
<td>0.300(0.019)</td>
<td></td>
</tr>
<tr>
<td>CR</td>
<td>0.030</td>
<td>0.500(0.021)</td>
<td>NA</td>
<td>593(122)</td>
<td>178(38)</td>
<td>0.300(0.019)</td>
<td></td>
</tr>
<tr>
<td>SEU2</td>
<td>0.022</td>
<td>0.499(0.072)</td>
<td>0.501(0.051)</td>
<td>595(122)</td>
<td>119(26)</td>
<td>0.200(0.017)</td>
<td></td>
</tr>
<tr>
<td>CR</td>
<td>0.027</td>
<td>0.500(0.021)</td>
<td>NA</td>
<td>592(122)</td>
<td>118(26)</td>
<td>0.200(0.017)</td>
<td></td>
</tr>
<tr>
<td>$(p_1, p_2)$</td>
<td>Design</td>
<td>Power</td>
<td>$\hat{\rho}_1$</td>
<td>$\hat{U}r_{n_1}$</td>
<td>SS</td>
<td>failure</td>
<td>failrate</td>
</tr>
<tr>
<td>--------------</td>
<td>--------</td>
<td>--------</td>
<td>----------------</td>
<td>----------------</td>
<td>-------</td>
<td>---------</td>
<td>-----------</td>
</tr>
<tr>
<td>(0.2, 0.325)</td>
<td>SEU2</td>
<td>0.951</td>
<td>0.458(0.023)</td>
<td>0.453(0.018)</td>
<td>530(186)</td>
<td>388(138)</td>
<td>0.732(0.021)</td>
</tr>
<tr>
<td>(0.2, 0.325)</td>
<td>CR</td>
<td>0.953</td>
<td>0.500(0.024)</td>
<td>NA</td>
<td>529(188)</td>
<td>390(139)</td>
<td>0.737(0.021)</td>
</tr>
<tr>
<td>(0.3, 0.425)</td>
<td>SEU2</td>
<td>0.913</td>
<td>0.452(0.028)</td>
<td>0.446(0.020)</td>
<td>559(182)</td>
<td>353(116)</td>
<td>0.631(0.023)</td>
</tr>
<tr>
<td>(0.3, 0.425)</td>
<td>CR</td>
<td>0.921</td>
<td>0.500(0.023)</td>
<td>NA</td>
<td>557(184)</td>
<td>355(118)</td>
<td>0.637(0.022)</td>
</tr>
<tr>
<td>(0.7, 0.825)</td>
<td>SEU2</td>
<td>0.963</td>
<td>0.404(0.064)</td>
<td>0.385(0.044)</td>
<td>533(181)</td>
<td>120(43)</td>
<td>0.226(0.020)</td>
</tr>
<tr>
<td>(0.7, 0.825)</td>
<td>CR</td>
<td>0.964</td>
<td>0.500(0.024)</td>
<td>NA</td>
<td>513(190)</td>
<td>122(46)</td>
<td>0.238(0.020)</td>
</tr>
</tbody>
</table>
Table 2.5: Performance of different designs under $H_0$ for the scenario of Example 3

<table>
<thead>
<tr>
<th>($\mu_1, \mu_2, \sigma_1, \sigma_2$)</th>
<th>Design</th>
<th>$\alpha$</th>
<th>$\hat{\rho}_1$</th>
<th>$\hat{m}_1$</th>
<th>SS</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 0, 1, 1)</td>
<td>SEU3</td>
<td>0.024</td>
<td>0.500(0.034)</td>
<td>0.500(0.020)</td>
<td>595(122)</td>
</tr>
<tr>
<td>(0, 0, 1, 1)</td>
<td>CR</td>
<td>0.027</td>
<td>0.500(0.021)</td>
<td>NA</td>
<td>574(122)</td>
</tr>
<tr>
<td>(1, 1, 1, 1)</td>
<td>SEU3</td>
<td>0.025</td>
<td>0.500(0.033)</td>
<td>0.500(0.020)</td>
<td>596(123)</td>
</tr>
<tr>
<td>(1, 1, 1, 1)</td>
<td>CR</td>
<td>0.025</td>
<td>0.500(0.021)</td>
<td>NA</td>
<td>574(122)</td>
</tr>
<tr>
<td>(0, 0, 0.5, 0.5)</td>
<td>SEU3</td>
<td>0.025</td>
<td>0.500(0.033)</td>
<td>0.500(0.020)</td>
<td>592(122)</td>
</tr>
<tr>
<td>(0, 0, 0.5, 0.5)</td>
<td>CR</td>
<td>0.024</td>
<td>0.500(0.021)</td>
<td>NA</td>
<td>572(122)</td>
</tr>
<tr>
<td>(5, 5, 2, 2)</td>
<td>SEU3</td>
<td>0.026</td>
<td>0.500(0.034)</td>
<td>0.500(0.020)</td>
<td>593(122)</td>
</tr>
<tr>
<td>(5, 5, 2, 2)</td>
<td>CR</td>
<td>0.027</td>
<td>0.500(0.021)</td>
<td>NA</td>
<td>573(122)</td>
</tr>
</tbody>
</table>
Table 2.6: Performance of different designs under $H_1$ for the scenario of Example 3

<table>
<thead>
<tr>
<th>$(\mu_1, \mu_2, \sigma_1, \sigma_2)$</th>
<th>Design</th>
<th>Power</th>
<th>$\hat{\rho}_1$</th>
<th>$\hat{u}_r n_1$</th>
<th>SS</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1, 1.4, 1, 2)</td>
<td>SEU3</td>
<td>0.923</td>
<td>0.353(0.034)</td>
<td>0.336(0.020)</td>
<td>552(184)</td>
</tr>
<tr>
<td>(1, 1.4, 1, 2)</td>
<td>CR</td>
<td>0.889</td>
<td>0.500(0.023)</td>
<td>NA</td>
<td>554(176)</td>
</tr>
<tr>
<td>(1, 1.4, 1, 1.5)</td>
<td>SEU3</td>
<td>0.981</td>
<td>0.414(0.036)</td>
<td>0.403(0.022)</td>
<td>483(190)</td>
</tr>
<tr>
<td>(1, 1.4, 1, 1.5)</td>
<td>CR</td>
<td>0.974</td>
<td>0.500(0.025)</td>
<td>NA</td>
<td>483(188)</td>
</tr>
<tr>
<td>(1, 1.3, 1, 2)</td>
<td>SEU3</td>
<td>0.735</td>
<td>0.352(0.032)</td>
<td>0.336(0.019)</td>
<td>617(159)</td>
</tr>
<tr>
<td>(1, 1.3, 1, 2)</td>
<td>CR</td>
<td>0.663</td>
<td>0.500(0.022)</td>
<td>NA</td>
<td>603(153)</td>
</tr>
<tr>
<td>(1, 1.3, 1, 1.5)</td>
<td>SEU3</td>
<td>0.867</td>
<td>0.412(0.034)</td>
<td>0.402(0.021)</td>
<td>576(177)</td>
</tr>
<tr>
<td>(1, 1.3, 1, 1.5)</td>
<td>CR</td>
<td>0.839</td>
<td>0.500(0.023)</td>
<td>NA</td>
<td>570(169)</td>
</tr>
<tr>
<td>(1, 1.5, 1, 2)</td>
<td>SEU3</td>
<td>0.987</td>
<td>0.357(0.036)</td>
<td>0.337(0.022)</td>
<td>468(192)</td>
</tr>
<tr>
<td>(1, 1.5, 1, 2)</td>
<td>CR</td>
<td>0.974</td>
<td>0.499(0.025)</td>
<td>NA</td>
<td>481(188)</td>
</tr>
</tbody>
</table>
Chapter 3

Sequential monitoring of randomized clinical trials with CAR and SSR-All randomization covariates are included in the data analysis

Abstract: Clinical trials are usually complex and involve multiple covariates of interest. Therefore, incorporating covariates into randomization design is of special importance. In particular, it is well accepted that the balance of treatment allocation among subgroups defined by covariates is critical in evaluating treatment effects without bias. Covariate-adaptive randomization (CAR) procedures have been proposed to achieve this aim. Sequential monitoring and sample size re-estimation are also commonly used in managing clinical trials. In this chapter, I conduct theoretical and simulation study on the sequential monitoring of CAR with sample size re-estimation (SSR). It is worth noting that all the three procedures cause complex interdependence among responses, treatment assignments, covariates, and sequential statistics. I overcame these difficul-
ties, and derived the asymptotic distribution of the proposed sequential statistics and evaluated the type I error rate via simulations.

3.1 Introduction

It is well accepted that the balance of treatment allocation among subgroups defined by covariates is critical to properly assess the treatment effects in clinical trials. Covariate-adaptive randomization (CAR) procedures sequentially assign the patients based on previous assignments and covariates, and the current covariate profile in order to achieve this aim and increases the credibility of a trial (Rosenberger and Lachin, 2015). Stratified permuted block (SPB) randomization is the most efficient way when there are a small number of covariates and small numbers of levels within each covariate (Zelen, 1974). SPB employs permuted block randomization separately within each stratum formed by crossing of covariates levels. However, when there are a larger number of covariates or many levels within certain covariates, the number of patients belonging to each stratum is typically very small, and SPB will work more like complete randomization. As a result, minimization (Taves, 1974) has been proposed to achieve allocation balance on covariate margins, instead of within strata. Pocock and Simon’s design has been described in Chapter 1 of the dissertation. Other research on CAR is in Nordle and Brantmark (1977), Wei (1978), Signorini et al. (1993), Heritier et al. (2005), and Hu and Hu (2012). CAR has been widely acknowledged to be able to achieve the balance of covariates across treatments (Rosenberger and Lachin, 2015). However, it raised concerns about its impact on statistical inference due to the complicated dependence among covariates, treatment assignments and responses and the discreteness of the allocation function.

The history of general sequential monitoring and sample size re-estimation has been offered in Chapter 2. For this current chapter, it is worth noting that Jennison
and Turnbull (1997) discussed group sequential analysis methods incorporating covariate information through linear models, general parametric regression models and survival models. However, they did not take into account the problems caused by CAR and the scenario where not all the randomization covariates were included in the data analysis.

In this chapter, I formulated a general framework for sequential monitoring clinical trials using CAR design, linear regression models with all the randomization covariates for analysis and SSR procedure. In the next chapter, I study the sequential monitoring of clinical trials with the CAR design, linear regression models with a subset of the randomization covariates for analysis and SSR procedure. I defined sequential statistics and derived its asymptotic distribution to be a Brownian motion under null hypothesis. Therefore, classic Brownian motion critical values for sequential monitoring can be used for the proposed procedure to control the type I error rate. I performed extensive simulations and the results demonstrated that my proposed approaches can control the type I error rate well.

In Section 2.2, I introduce the notation, framework, my proposed methods, and theoretical findings. In Section 2.3, I offer results from simulation results. Conclusions are in Section 2.4.

3.2 Sequential monitoring of CAR with SSR when all the randomization covariates are in the data analysis
3.2.1 Framework

Consider a two-arm randomized controlled clinical trial with originally planned \( n \) subjects to be sequentially allocated by CAR procedures. Let \( T_i (i = 1, \ldots, n) \) be the treatment assignment (\( T_i = 1 \) if treatment 1; \( T_i = 0 \) if treatment 2). Assume that the covariates \((X_1, \ldots, X_p)\) are used to implement CAR and included in the data analysis. For simplicity, we only consider one-dimensional covariates, but it is easy to generalize the results to multi-dimensional covariates. Assume that all the covariates are independent and their expectations are all 0 without loss of generality, i.e., \( E(X_{ik}) = 0, i = 1, \ldots, n, k = 1, \ldots, p \). In addition, the errors are assumed to be independent. Assume that the \( i \)th subject’s response \( Y_i \) follows the linear model:

\[
Y_i = \mu_1 T_i + \mu_2 (1 - T_i) + X_{i1} \beta_1 + \ldots + X_{ip} \beta_p + \epsilon_i, \quad \text{(3.1)}
\]

where \( \mu = (\mu_1, \mu_2)^T \) is the treatment effect vector for treatments 1 and 2 respectively, \((\beta_1, \ldots, \beta_p)\) are unknown parameters for covariate effects, and the \( \epsilon_i \) are independent errors with mean 0 and variance \( \sigma^2 \). Here, we do not have to assume the errors follow normal distribution. We write \( \eta = (\mu_1, \mu_2, \beta_1, \ldots, \beta_p)^T \), \( T(n) = (T_1, \ldots, T_n)^T \), \( Y(n) = (Y_1, \ldots, Y_n)^T \), \( \epsilon(n) = (\epsilon_1, \ldots, \epsilon_n)^T \) and

\[
X(n) = \begin{bmatrix}
T_1 & 1 - T_1 & X_{11} & \ldots & X_{1p} \\
T_2 & 1 - T_2 & X_{21} & \ldots & X_{2p} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
T_n & 1 - T_n & X_{n1} & \ldots & X_{np}
\end{bmatrix}.
\]

So we have

\[
Y = X \eta + \epsilon.
\]
CAR designs are usually applied with discrete covariates. When implementing CAR using continuous covariates, I first discretize these continuous covariates, and apply CAR designs with respect to the discretized covariates. Specifically, let

$$\tilde{X}_j = \begin{cases} 
X_j & \text{if } j \notin C \\
\hat{d}_j(X_j) & \text{if } j \in C
\end{cases}$$

where $C = \{l : \text{index of continuous covariates among } X_l, l = 1, \ldots, p\}$ and $d_j(\cdot)$ is the discrete function.

In this chapter, I perform the following hypothesis testing to compare two treatments in clinical trials:

$$H_0 : \mu_1 = \mu_2 \text{ versus } \mu_1 \neq \mu_2. \quad (3.2)$$

Let $\lfloor . \rfloor$ denote the floor function and $t = N/n$ be the information time when $N$ is the number of enrolled patients. A widely used test statistic including all the randomization covariates in the data analysis to test the hypothesis (3.2) at time point $t \in (0, 1]$ is

$$Z_t = \frac{L \hat{\eta}(t)}{\sqrt{\hat{\sigma}(t)^2 L(X([nt])^T X([nt]))^{-1} L^T}}, \quad (3.3)$$

where $L = (1, -1, 0, \ldots, 0)$, $\hat{\eta}(t) = (X([nt])^T X([nt]))^{-1} X([nt])^T Y([nt])$, $\hat{\sigma}(t)^2 = [Y([nt]) - X([nt])\hat{\eta}(t)]^T [Y([nt]) - X([nt])\hat{\eta}(t)]/(\lfloor nt \rfloor - p - 2)$. These sequential statistics (3.3) are the commonly used ones including t-test statistic as a special case when no covariates are included in the model.

### 3.2.2 Incorporation of sample size re-estimation

We implement SSR in the same way as Section 2.2.3. Note that in this chapter, I am discussing two-sided hypothesis testing while one-sided hypothesis testing was studied in Chapter 2. The conditional power for the two-sided hypothesis testing can be obtained.
as follows. According to Zhu and Hu (2018), $B_t - \sqrt{n}\Delta t$ is asymptotically standard Brownian motion, where

$$
\Delta = \frac{\mu_1 - \mu_2}{\sqrt{\frac{\sigma_1^2}{\nu_1} + \frac{\sigma_2^2}{\nu_2}}}
$$

for normal distribution and

$$
\Delta = \frac{p_1 - p_2}{\sqrt{\frac{p_1 q_1}{\nu_1} + \frac{p_2 q_2}{\nu_2}}}
$$

for binary responses. Therefore, I have

$$
CP_t = P(|Z_1| > C|Z_t, \Delta)
$$

$$
= P(Z_1 > C \text{ or } Z_1 < -C|Z_t, \Delta)
$$

$$
= P(Z_1 - \sqrt{n}\Delta > C - \sqrt{n}\Delta \text{ or } Z_1 - \sqrt{n}\Delta < -C - \sqrt{n}\Delta|Z_t, \Delta)
$$

$$
= P(Z_1 - \sqrt{n}\Delta - (\sqrt{t}Z_t - \sqrt{n}\Delta t) > C - \sqrt{n}\Delta - (\sqrt{t}Z_t - \sqrt{n}\Delta t)|Z_t, \Delta)
$$

$$
+ P(Z_1 - \sqrt{n}\Delta - (\sqrt{t}Z_t - \sqrt{n}\Delta t) < -C - \sqrt{n}\Delta - (\sqrt{t}Z_t - \sqrt{n}\Delta t)|Z_t, \Delta)
$$

$$
= P\left(\frac{Z_1 - \sqrt{n}\Delta - (\sqrt{t}Z_t - \sqrt{n}\Delta t)}{\sqrt{1 - t}} > \frac{C - \sqrt{n}\Delta - (\sqrt{t}Z_t - \sqrt{n}\Delta t)}{\sqrt{1 - t}}\right|Z_t, \Delta)
$$

$$
+ P\left(\frac{Z_1 - \sqrt{n}\Delta - (\sqrt{t}Z_t - \sqrt{n}\Delta t)}{\sqrt{1 - t}} < \frac{-C - \sqrt{n}\Delta - (\sqrt{t}Z_t - \sqrt{n}\Delta t)}{\sqrt{1 - t}}\right|Z_t, \Delta)
$$

$$
= 1 - \Phi\left(\frac{C - \sqrt{t}Z_t - \sqrt{n}\Delta(1 - t)}{\sqrt{1 - t}}\right) + \Phi\left(\frac{-C - \sqrt{t}Z_t - \sqrt{n}\Delta(1 - t)}{\sqrt{1 - t}}\right)
$$

### 3.2.3 Asymptotic results

We need the following notations to formulate the main theorem in this chapter. Suppose $\tilde{X}_k$ has $s_k$ levels, and let $W_i = (x_{i1}^{c_1}, \ldots, x_{ip}^{c_p})$ represents the $i$th subject’s covariate profile if $\tilde{X}_{ik}$ is at level $x_{ik}^{c_k}$, $k = 1, \ldots, p$. Let $DIF_n$ be the overall difference in patient numbers between two treatments after $n$ patients have been enrolled in the trial; similarly, let $DIF_n^X(k; c_k)$ be the marginal difference with respect to the level $x_{ik}^{c_k}$ of covariate $\tilde{X}_k$; let $DIF_n(c_1, \ldots, c_p)$ be the difference in patient numbers in the stratum containing the subjects with covariates $(x_1^{c_1}, \ldots, x_p^{c_p})$. 
Theorem 3.1. Let $B'_t = \sqrt{t}U_t$. Assume the CAR design satisfies $DIF_n = O_p(1)$ and $DIF_X^n(k; c_k) = O_p(1), k = 1, \ldots, p$. Then under $H_0$, $B'_t$ is asymptotically a standard Brownian motion in distribution. The sequential statistics $\{(U_{t_1}, \ldots, U_{t_K}), 0 \leq t_1 \leq t_2 \leq \ldots \leq t_K \leq 1\}$ has the asymptotic canonical joint distribution defined in Jennison and Turnbull (2000), i.e., under $H_0$,

(i) $\{U_{t_1}, \ldots, U_{t_K}\}$ follows multivariate normal distribution;

(ii) $EU_{t_i} = 0$;

(iii) $\text{Cov}(U_{t_i}, U_{t_j}) = \sqrt{nt_i/nt_j}$, $0 \leq t_i \leq t_j \leq 1$.

The proof is given in the Appendix.

This theorem reveals the most fundamental properties for the proposed method, i.e., the asymptotic joint distribution of the sequential statistics. Therefore, a variety of future research and methods as introduced in Chapter 2 can be performed based on this result, among which the control of the type I error rate is the focus of this chapter. I also note that the conditions, $DIF_n = O_p(1)$ and $DIF_X^n(k; c_k) = O_p(1), k = 1, \ldots, p$, hold for a variety of CAR procedures including as stratified permuted block randomization and Pocock ans Simons’s design.

3.3 Numerical and simulation studies

In this section, I study the finite-sample properties of the proposed procedure. For all the tables, suppose originally planned 500 patients sequentially enter a clinical trial, and the responses follow

$$Y_i = \mu_1 T_i + \mu_2 (1 - T_i) + X_i \beta_1 + X_{i2} \beta_2 + \epsilon_i, i = 1, \ldots, 500, \quad (3.4)$$

where $(\mu_1, \mu_2, \beta_1, \beta_2)$ are unknown parameters, and $\epsilon_i$ are independent errors from the
normal distribution \( N(0, 1) \). In different tables, I compare the stratified permuted block randomization (SPB), Pocock and Simon’s procedure (PS) and complete randomization (CR). The CAR designs will be applied with respect to both \( X_1 \) and \( X_2 \), and different distributions of these two covariates will be considered. In this chapter, the sequential data analysis are all based on the model (3.4). Equivalently, it can be written as

\[
Y_i = \beta_0 + \beta_T T_i + X_{i1} \beta_1 + X_{i2} \beta_2 + \epsilon_i, \ i = 1, \ldots, 500,
\]

that is, all the randomization covariates are used in the data analysis. I implement SSR if the trial is determined to continue after the second interim analysis. The cap of the sample size at stage 3 is 500. In this case, \( w(t_2, t_3) = 0.5 \) and \( b_{\text{max}} = 2 \). All the results are based on 10,000 replications.

In Table 3.1, I report results for SPB and complete randomization when both \( X_1 \) and \( X_2 \) are binary covariates with success rates of \( p_1 \) and \( p_2 \), respectively. I offer results for type I error rate (\( \alpha \)) (the proportion of the number of rejections of \( H_0 \) out of 10,000 replications, and the intended value is 0.05), average and standard deviation of the following values out of 10,000 replications: estimates of \( \beta_1, \beta_2 \) and \( \beta_T \). I can see that my method can control the type I error rate very well, and estimate the parameters very accurately.

In Table 3.2, I report results for SPB and complete randomization when both \( X_1 \) and \( X_2 \) follow standard normal distribution. When the CAR procedures are implemented with \( X_j, j = 1, 2 \), I discretize them in the following way:

\[
\tilde{x} = \begin{cases} 
1 & \text{if } x < z_{p_j}, \\
0 & \text{if } x \geq z_{p_j}
\end{cases}
\]

where \( z_{p_j} \) is the \( p_j \)-quantile of the standard normal distribution. However, the original
continuous covariates will be included in the data analysis. I can see that my method can control the type I error rate very well, and estimate the parameters very accurately.

In Table 3.3, I report results for Pocock and Simon’s design (PS) and complete randomization when both $X_1$ and $X_2$ are binary covariates with success rates of $p_1$ and $p_2$, respectively. I found that my proposed method can control the type I error rate very well and estimate the parameters very accurately. In Table 3.4, I report results for Pocock and Simon’s design and complete randomization when both $X_1$ and $X_2$ follow standard normal distribution. I use the same way as in Table 3.2 to implement CAR. I get similar conclusion as in Table 3.3.

In Table 3.5, I offer results about the covariate imbalance for the scenario of Table 3.1. I report the average and standard deviation of the following values out of 10,000 replications: overall difference in patient numbers between the two treatments ($DIF_n$), the differences of patient numbers between the two treatments in the four stratum ($DIF_{gh}$ for $X_1 = g$ and $X_2 = h$, $g,h = 0,1$). In Table 3.6, I report results about the covariate imbalance for the scenario of Table 3.2. In this Table, $DIF_{gh}$ refers to the stratum-level treatment assignment difference corresponding to the discretized covariates. I can see that compared to complete randomization, the overall and stratum imbalance can be controlled much better by my proposed method.

In Table 3.7, I report results about the covariate imbalance for the scenario of Table 3.3. In addition to the overall and stratum level imbalance, I also reported the marginal imbalance: $DIF_1$ is the marginal imbalance for $X_1 = 1$, $DIF_0$ is the marginal imbalance for $X_1 = 0$, $DIF_1$ is the marginal imbalance for $X_2 = 1$, $DIF_0$ is the marginal imbalance for $X_2 = 0$. I found that Pocock and Simon’s design will return better balance in all levels: overall, marginal and stratum. Compared to the stratum imbalance, Pocock and Simon’s design can control the marginal and overall imbalance better. In Table 3.8, I report results about the covariate imbalance for the scenario of Table 3.4. As in Table
3.6, the stratum and marginal level imbalance corresponds to the discretized covariates. I got similar conclusion as in Table 3.7.

3.4 Conclusion

Covariate-adaptive randomization designs including stratified permuted block randomization (Zelen, 1974) and Pocock and Simon’s design (1975) are the most popular randomization design in the Phase III confirmatory clinical trials. Due to ethical, administrative and economic reasons, sequential monitoring is desirable in such large clinical trials. Sample size re-estimation is often necessary to guarantee the power of the trial. However, there is no comprehensive theoretical study on sequential monitoring of covariate-adaptive clinical trials with sample size re-estimation because all the three procedures have adaptive properties and simple statistical theory based on independently and identically distributed responses is not applicable here. In this chapter, I studied the theoretical and numerical properties for this complex procedure. The proposed methods can successfully control the type I error rate demonstrated by the numerical study and supported by the theoretical results.

This chapter opens a door to future research topics. First, I consider the scenario that all the covariates used in the randomization procedures are used in the data analysis. However, in practice, clinical trial practitioners often use part of these randomization covariates or even just t-test in the data analysis. The reasons include: (i) researchers cannot explain the practical meaning of certain covariates effects; (ii) a large number of covariates in the model will lead to theoretical difficulties; (iii) the justification of the model specification becomes more difficult if more covariates are included in the model. I will study these scenarios in next chapter. Second, in this dissertation, I use the idea of Cui et al. (1999) to solve the problem of type I error rate, and offer lots of insight for other approaches such as the Fisher’s product combination test proposed by Bauer and Köhne.
(1994) and the weighted inverse normal method proposed by Lehmacher and Wassmer (1999). Third, Zhang et al. (2007) proposed the covariate-adjusted response-adaptive randomization (CARA) that takes into account all the previous treatment assignments, responses, covariates and the current covariate to achieve different ethical and efficient aims. The study on sequential monitoring of clinical trials with CARA and SSR is lacking in the literature. I leave all these for future research.
Table 3.1: Performance of SPB and complete randomization under $H_0$ when both covariates are discrete

<table>
<thead>
<tr>
<th>$(\mu_1, \mu_2, \beta_1, \beta_2, p_1, p_2)$</th>
<th>Design</th>
<th>$\alpha$</th>
<th>$\hat{\beta}_1$</th>
<th>$\hat{\beta}_2$</th>
<th>$\hat{\beta}_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.5, 0.5)$</td>
<td>SPB</td>
<td>0.049</td>
<td>0.999(0.077)</td>
<td>1.00(0.077)</td>
<td>0.000(0.080)</td>
</tr>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.5, 0.5)$</td>
<td>CR</td>
<td>0.051</td>
<td>1.00(0.079)</td>
<td>1.00(0.078)</td>
<td>0.001(0.080)</td>
</tr>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.4, 0.6)$</td>
<td>SPB</td>
<td>0.051</td>
<td>1.00(0.079)</td>
<td>1.00(0.081)</td>
<td>0.001(0.080)</td>
</tr>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.4, 0.6)$</td>
<td>CR</td>
<td>0.048</td>
<td>1.00(0.079)</td>
<td>0.999(0.080)</td>
<td>-0.001(0.080)</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.5, 0.5)$</td>
<td>SPB</td>
<td>0.053</td>
<td>0.999(0.078)</td>
<td>1.00(0.078)</td>
<td>0.000(0.082)</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.5, 0.5)$</td>
<td>CR</td>
<td>0.054</td>
<td>1.00(0.078)</td>
<td>0.999(0.078)</td>
<td>-0.001(0.082)</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.4, 0.6)$</td>
<td>SPB</td>
<td>0.050</td>
<td>0.999(0.079)</td>
<td>1.00(0.079)</td>
<td>-0.001(0.080)</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.4, 0.6)$</td>
<td>CR</td>
<td>0.050</td>
<td>1.00(0.079)</td>
<td>0.999(0.078)</td>
<td>0.000(0.079)</td>
</tr>
</tbody>
</table>

Note: $\mu_1, \mu_2, \beta_1, \beta_2$ are unknown parameters; $p_1, p_2$ are the success rates of binary covariates; $\alpha$ is the proportion of the number of rejections of $H_0$ out of 10,000 replications and the intended value is 0.05; $\hat{\beta}_1$, $\hat{\beta}_2$ and $\hat{\beta}_T$ are the average and standard deviation of the values out of 10,000 replications.
<table>
<thead>
<tr>
<th>Design</th>
<th>$\mu_1$</th>
<th>$\mu_2$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
<th>$\beta_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>SPB</td>
<td>0.055</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>CR</td>
<td>0.055</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>(2, 2, 1, 0.4, 0.4, 0.6)</td>
<td>SPB</td>
<td>0.057</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>
Table 3.3: Performance of Pocock and Simon’s design and complete randomization under $H_0$ when both covariates are discrete

<table>
<thead>
<tr>
<th>$(\mu_1, \mu_2, \beta_1, \beta_2, p_1, p_2)$</th>
<th>Design</th>
<th>$\alpha$</th>
<th>$\hat{\beta}_1$</th>
<th>$\hat{\beta}_2$</th>
<th>$\hat{\beta}_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>PS</td>
<td>0.051</td>
<td>1.00(0.078)</td>
<td>1.00(0.078)</td>
<td>0.000(0.080)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>CR</td>
<td>0.051</td>
<td>1.00(0.079)</td>
<td>1.00(0.078)</td>
<td>0.001(0.080)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6)</td>
<td>PS</td>
<td>0.048</td>
<td>1.00(0.079)</td>
<td>0.999(0.080)</td>
<td>0.000(0.080)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6)</td>
<td>CR</td>
<td>0.048</td>
<td>1.00(0.079)</td>
<td>0.999(0.080)</td>
<td>-0.001(0.080)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5)</td>
<td>PS</td>
<td>0.051</td>
<td>1.00(0.077)</td>
<td>0.999(0.078)</td>
<td>-0.001(0.081)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5)</td>
<td>CR</td>
<td>0.054</td>
<td>1.00(0.078)</td>
<td>0.999(0.078)</td>
<td>-0.001(0.082)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6)</td>
<td>PS</td>
<td>0.051</td>
<td>1.00(0.079)</td>
<td>1.00(0.078)</td>
<td>0.000(0.081)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6)</td>
<td>CR</td>
<td>0.050</td>
<td>1.00(0.079)</td>
<td>0.999(0.078)</td>
<td>0.000(0.079)</td>
</tr>
</tbody>
</table>
Table 3.4: Performance of Pocock and Simon’s design and complete randomization under $H_0$ when both covariates are continuous

<table>
<thead>
<tr>
<th>$(\mu_1, \mu_2, \beta_1, \beta_2, p_1, p_2)$</th>
<th>Design</th>
<th>$\alpha$</th>
<th>$\hat{\beta}_1$</th>
<th>$\hat{\beta}_2$</th>
<th>$\hat{\beta}_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.5, 0.5)$</td>
<td>PS</td>
<td>0.049</td>
<td>0.999(0.039)</td>
<td>1.00(0.039)</td>
<td>-0.001(0.080)</td>
</tr>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.5, 0.5)$</td>
<td>CR</td>
<td>0.055</td>
<td>0.999(0.039)</td>
<td>1.00(0.039)</td>
<td>0.000(0.082)</td>
</tr>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.4, 0.6)$</td>
<td>PS</td>
<td>0.050</td>
<td>1.00(0.039)</td>
<td>1.00(0.039)</td>
<td>0.001(0.082)</td>
</tr>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.4, 0.6)$</td>
<td>CR</td>
<td>0.052</td>
<td>0.999(0.039)</td>
<td>1.00(0.039)</td>
<td>0.000(0.080)</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.5, 0.5)$</td>
<td>PS</td>
<td>0.047</td>
<td>1.00(0.039)</td>
<td>1.00(0.038)</td>
<td>0.000(0.080)</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.5, 0.5)$</td>
<td>CR</td>
<td>0.051</td>
<td>1.00(0.039)</td>
<td>1.00(0.039)</td>
<td>0.002(0.082)</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.4, 0.6)$</td>
<td>PS</td>
<td>0.052</td>
<td>1.00(0.039)</td>
<td>1.00(0.039)</td>
<td>0.001(0.081)</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.4, 0.6)$</td>
<td>CR</td>
<td>0.057</td>
<td>1.00(0.039)</td>
<td>1.00(0.039)</td>
<td>0.000(0.082)</td>
</tr>
</tbody>
</table>
Table 3.5: Covariate imbalance for SPB and complete randomization when both covariates are discrete

<table>
<thead>
<tr>
<th>Design</th>
<th>$DIF_n$</th>
<th>$DIF_{11}$</th>
<th>$DIF_{10}$</th>
<th>$DIF_{01}$</th>
<th>$DIF_{00}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>SPB</td>
<td>1.32(1.27)</td>
<td>0.67(0.619)</td>
<td>0.664(0.626)</td>
<td>0.670(0.624)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>CR</td>
<td>20.7(15.7)</td>
<td>10.4(7.91)</td>
<td>10.5(7.89)</td>
<td>10.6(8.11)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6)</td>
<td>SPB</td>
<td>1.32(1.28)</td>
<td>0.660(0.621)</td>
<td>0.666(0.626)</td>
<td>0.669(0.618)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6)</td>
<td>CR</td>
<td>20.8(16.1)</td>
<td>10.2(7.81)</td>
<td>8.35(6.44)</td>
<td>12.4(9.45)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5)</td>
<td>SPB</td>
<td>1.32(1.28)</td>
<td>0.672(0.627)</td>
<td>0.660(0.623)</td>
<td>0.668(0.620)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5)</td>
<td>CR</td>
<td>20.9(16.1)</td>
<td>10.4(7.98)</td>
<td>10.6(8.11)</td>
<td>10.4(7.89)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6)</td>
<td>SPB</td>
<td>1.33(1.27)</td>
<td>0.662(0.620)</td>
<td>0.679(0.626)</td>
<td>0.674(0.624)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6)</td>
<td>CR</td>
<td>20.8(16.2)</td>
<td>10.3(7.84)</td>
<td>8.42(6.40)</td>
<td>12.6(9.54)</td>
</tr>
</tbody>
</table>

Note: The average and standard deviation of the following values out of 10,000 replications: overall difference in patient numbers between the two treatments ($DIF_n$), the differences of patient numbers between the two treatments in the four stratum ($DIF_{gh}$ for $X_1 = g$ and $X_2 = h$, $g,h = 0, 1$).
Table 3.6: Covariate imbalance for SPB and complete randomization when both covariates are continuous

<table>
<thead>
<tr>
<th>Design</th>
<th>$DIF_n$</th>
<th>$DIF_{11}$</th>
<th>$DIF_{10}$</th>
<th>$DIF_{01}$</th>
<th>$DIF_{00}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPB</td>
<td>1.32(1.28)</td>
<td>0.678(0.623)</td>
<td>0.672(0.620)</td>
<td>0.660(0.622)</td>
<td>0.665(0.627)</td>
</tr>
<tr>
<td>CR</td>
<td>20.8(16.0)</td>
<td>10.5(8.04)</td>
<td>10.5(8.01)</td>
<td>10.4(7.94)</td>
<td>10.4(7.99)</td>
</tr>
<tr>
<td>SPB</td>
<td>1.32(1.27)</td>
<td>0.673(0.628)</td>
<td>0.673(0.623)</td>
<td>0.674(0.623)</td>
<td>0.669(0.631)</td>
</tr>
<tr>
<td>CR</td>
<td>21.0(16.4)</td>
<td>10.4(7.87)</td>
<td>8.43(6.44)</td>
<td>12.5(9.69)</td>
<td>10.3(7.82)</td>
</tr>
<tr>
<td>SPB</td>
<td>1.31(1.26)</td>
<td>0.671(0.624)</td>
<td>0.658(0.623)</td>
<td>0.660(0.622)</td>
<td>0.671(0.624)</td>
</tr>
<tr>
<td>CR</td>
<td>20.9(16.0)</td>
<td>10.3(7.95)</td>
<td>10.5(8.06)</td>
<td>10.5(8.05)</td>
<td>10.4(7.96)</td>
</tr>
<tr>
<td>SPB</td>
<td>1.33(1.27)</td>
<td>0.658(0.620)</td>
<td>0.672(0.629)</td>
<td>0.667(0.624)</td>
<td>0.668(0.620)</td>
</tr>
<tr>
<td>CR</td>
<td>21.2(16.0)</td>
<td>10.0(7.79)</td>
<td>8.42(6.34)</td>
<td>12.7(9.67)</td>
<td>10.2(7.84)</td>
</tr>
</tbody>
</table>
Table 3.7: Covariate imbalance for Pocock and Simon’s design and complete randomization when both covariates are discrete

<table>
<thead>
<tr>
<th>$(\mu_1, \mu_2, \beta_1, \beta_2, p_1, p_2)$</th>
<th>Design</th>
<th>$DIF_n$</th>
<th>$DIF_{11}$</th>
<th>$DIF_{10}$</th>
<th>$DIF_{01}$</th>
<th>$DIF_{00}$</th>
<th>$DIF_1$</th>
<th>$DIF_0$</th>
<th>$DIF_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>PS</td>
<td>1.70(1.70)</td>
<td>5.44(4.16)</td>
<td>5.46(4.16)</td>
<td>5.44(4.15)</td>
<td>1.54(1.42)</td>
<td>1.52(1.38)</td>
<td>1.53(1.38)</td>
<td>1.54(1.40)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>CR</td>
<td>20.7(15.7)</td>
<td>10.4(7.91)</td>
<td>10.6(8.11)</td>
<td>10.5(8.02)</td>
<td>14.5(11.1)</td>
<td>14.8(11.4)</td>
<td>14.8(11.4)</td>
<td>14.7(11.2)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6)</td>
<td>PS</td>
<td>1.72(1.70)</td>
<td>5.17(3.92)</td>
<td>5.11(3.90)</td>
<td>5.14(3.93)</td>
<td>1.55(1.39)</td>
<td>1.55(1.38)</td>
<td>1.58(1.41)</td>
<td>1.53(1.40)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6)</td>
<td>CR</td>
<td>20.8(16.1)</td>
<td>10.2(7.81)</td>
<td>8.35(6.44)</td>
<td>12.4(9.45)</td>
<td>10.2(7.87)</td>
<td>13.2(10.2)</td>
<td>16.2(12.3)</td>
<td>16.1(12.4)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5)</td>
<td>PS</td>
<td>1.69(1.70)</td>
<td>5.43(4.16)</td>
<td>5.44(4.19)</td>
<td>5.42(4.14)</td>
<td>5.42(4.16)</td>
<td>1.55(1.42)</td>
<td>1.52(1.38)</td>
<td>1.53(1.38)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5)</td>
<td>CR</td>
<td>20.9(16.1)</td>
<td>10.4(7.98)</td>
<td>10.6(8.11)</td>
<td>10.4(7.89)</td>
<td>10.5(8.01)</td>
<td>14.9(11.4)</td>
<td>14.7(11.3)</td>
<td>14.9(11.3)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6)</td>
<td>PS</td>
<td>1.65(1.65)</td>
<td>5.22(4.00)</td>
<td>5.19(3.96)</td>
<td>5.26(4.03)</td>
<td>5.22(4.00)</td>
<td>1.52(1.41)</td>
<td>1.55(1.38)</td>
<td>1.51(1.37)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6)</td>
<td>CR</td>
<td>20.8(16.2)</td>
<td>10.3(7.84)</td>
<td>8.42(6.40)</td>
<td>12.6(9.54)</td>
<td>10.3(7.83)</td>
<td>13.3(10.1)</td>
<td>16.2(12.4)</td>
<td>16.2(12.4)</td>
</tr>
</tbody>
</table>

Note: The average and standard deviation of the following values out of 10,000 replications: overall difference in patient numbers between the two treatments ($DIF_n$); the differences of patient numbers between the two treatments in the four stratum ($DIF_{gh}$ for $X_1 = g$ and $X_2 = h$, $g, h = 0, 1$); the marginal imbalance: $DIF_1$ is the marginal imbalance for $X_1 = 1$, $DIF_0$ is the marginal imbalance for $X_1 = 0$, $DIF_{10}$ is the marginal imbalance for $X_2 = 1$, $DIF_{00}$ is the marginal imbalance for $X_2 = 0$. 


Table 3.8: Covariate imbalance for Pocock and Simon’s design and complete randomization when both covariates are continuous

<table>
<thead>
<tr>
<th></th>
<th>Design</th>
<th>$DIF_{n}$</th>
<th>$DIF_{11}$</th>
<th>$DIF_{10}$</th>
<th>$DIF_{01}$</th>
<th>$DIF_{00}$</th>
<th>$DIF_{1}$</th>
<th>$DIF_{0}$</th>
<th>$DIF_{1}$</th>
<th>$DIF_{0}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.5, 0.5)$</td>
<td>PS</td>
<td>1.69(1.68)</td>
<td>5.43(4.14)</td>
<td>5.43(4.15)</td>
<td>5.43(4.12)</td>
<td>5.42(4.13)</td>
<td>1.53(1.38)</td>
<td>1.55(1.41)</td>
<td>1.53(1.39)</td>
<td>1.53(1.39)</td>
</tr>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.5, 0.5)$</td>
<td>CR</td>
<td>20.8(16.0)</td>
<td>10.5(8.04)</td>
<td>10.5(7.94)</td>
<td>10.4(7.99)</td>
<td>14.8(11.4)</td>
<td>14.8(11.3)</td>
<td>14.8(11.4)</td>
<td>14.8(11.4)</td>
<td></td>
</tr>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.4, 0.6)$</td>
<td>PS</td>
<td>1.69(1.66)</td>
<td>5.21(4.01)</td>
<td>5.12(3.94)</td>
<td>5.21(4.02)</td>
<td>5.15(3.99)</td>
<td>1.55(1.37)</td>
<td>1.54(1.37)</td>
<td>1.53(1.39)</td>
<td>1.54(1.38)</td>
</tr>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.4, 0.6)$</td>
<td>CR</td>
<td>21.0(16.4)</td>
<td>10.4(7.87)</td>
<td>8.43(6.44)</td>
<td>12.5(9.69)</td>
<td>10.3(7.82)</td>
<td>13.3(10.2)</td>
<td>16.2(12.4)</td>
<td>16.4(12.4)</td>
<td>13.3(10.1)</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.5, 0.5)$</td>
<td>PS</td>
<td>1.69(1.69)</td>
<td>5.47(4.19)</td>
<td>5.44(4.17)</td>
<td>5.45(4.18)</td>
<td>5.43(4.17)</td>
<td>1.54(1.39)</td>
<td>1.53(1.37)</td>
<td>1.53(1.39)</td>
<td>1.54(1.38)</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.5, 0.5)$</td>
<td>CR</td>
<td>20.9(16.0)</td>
<td>10.3(7.95)</td>
<td>10.5(8.06)</td>
<td>10.5(8.05)</td>
<td>10.4(7.96)</td>
<td>14.8(11.4)</td>
<td>14.8(11.3)</td>
<td>14.8(11.3)</td>
<td>14.8(11.3)</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.4, 0.6)$</td>
<td>PS</td>
<td>1.71(1.69)</td>
<td>5.17(3.95)</td>
<td>5.09(3.91)</td>
<td>5.16(3.97)</td>
<td>5.12(3.94)</td>
<td>1.52(1.39)</td>
<td>1.52(1.40)</td>
<td>1.53(1.38)</td>
<td>1.54(1.40)</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.4, 0.6)$</td>
<td>CR</td>
<td>21.2(16.0)</td>
<td>10.0(7.79)</td>
<td>8.42(6.34)</td>
<td>12.7(9.67)</td>
<td>10.2(7.84)</td>
<td>13.2(10.0)</td>
<td>16.4(12.6)</td>
<td>16.2(12.2)</td>
<td>13.2(10.2)</td>
</tr>
</tbody>
</table>
Chapter 4

Sequential monitoring of randomized clinical trials with CAR and SSR-A
subset of the randomization covariates are included in the data analysis

Abstract: In Chapter 3, I studied the sequential monitoring of covariate-adaptive randomized clinical trials with sample size re-estimation under the scenario where all the randomization covariates are included in the data analysis. That is recommended practice in clinical trials, but the comprehensive theoretical support is lacking in the literature. Therefore it is worth studying it and offering practical guidance for clinical trials. Another related but different topic is how to control the type I error rate when sequentially monitoring the covariate-adaptive randomized clinical trials with sample size re-estimation under the scenario where only a subset of the randomization covariates are included in
the data analysis. Numerical studies showed that the type I error rate is conservative, but in practice, clinical trial practitioners often do not include all the randomization co-
variates into the data analysis, which raised lots of concerns. Therefore, it is necessary to theoretically and numerically study this scenario. In this chapter, I proposed approaches to control the type I error rate, and performed theoretical and numerical studies on this procedure.

4.1 Introduction

The significance of covariate-adaptive randomization, sequential monitoring and sample size re-estimation have been introduced in Chapter 3. In this chapter, I discussed a situation raising lots of concerns. Theoretical and applied researchers all realized a common situation in real clinical trials: only some of the randomization covariates are included in the data analysis such as t-test. For example, Lai et al. (2006) studied the impact of music on maternal anxiety in kangaroos in a clinical trial where permuted block randomization stratified on gender was used to allocate the kangaroos and a t-test was used to perform the data analysis. There are many practical reasons for this scenario, (i) researchers cannot explain the practical meaning of certain covariates effects; (ii) a large number of covariates in the model will lead to theoretical difficulties; (iii) the justification of the model specification becomes more difficult if more covariates are included in the model.

Shao et al. (2010) is one of the most influential papers in this research topic, and they provided the following propositions: (1) a test that is valid under any fixed treatment allocation is valid under simple randomization and Efron’s biased coin design; (2) analysis of covariance is valid if the covariates used in randomization are a function of the covariates used in the analysis. For linear regression with univariate covariate, they also proved that (3) the two-sample t-test under stratified randomization with Efron’s biased
coin design employed within each stratum has a conservative type I error rate. Their explanation is that the stratified randomization procedure leads to dependence between the two samples and the variance estimator in the t-statistic ignores this correlation and overestimates the true variance of the estimator of the treatment effects. In addition, they proposed the bootstrap method to find an unbiased estimator for the true variance and the bootstrap t-test to control the correct type I error rate. Shao and Yu (2013) studied this topic for generalized linear models. Further, Ma et al. (2015) further generalized the above results to a family of CAR design and allow more covariates in the model.

Another influential paper in this field is Ma et al. (2015). Shao et al. (2010) has several limitations. First, they focused one special randomization design that does not include many other popular CAR designs such as minimization designs as special cases. Second, they focused on the linear model with only one covariate, which is obviously not enough in practice. Ma et al. (2015) addressed these two problems, and offered theoretical results for a general family of linear models with multiple covariates and a general family of CAR designs including the popular stratified permuted block randomization and the Pocock and Simon’s design (1975). Their results are based on an easily satisfied condition that the difference in the patient numbers in the two treatment arms on any covariate margin is bounded in probability. This chapter will follow the framework of Ma et al. (2015).

In this chapter, I proposed a general framework for sequential monitoring clinical trials using CAR design for randomization, linear regression models with part of the randomization covariates or none of the randomization covariates (t-test) for analysis and SSR procedure. By simulation, I found that originally worked method in Chapter 3 will not work in this scenario and the type I error rate is conservative. Then I proposed numerical methods to fix this problem and control the type I error rate. I performed
extensive numerical studies and the results demonstrated that my proposed approaches can control the type I error rate very well.

In Section 4.2, I introduce the notations, framework, my proposed methods, and theoretical findings. In Section 4.3, I offer results from numerical results. Conclusions are in Section 4.4.

4.2 Sequential monitoring of CAR with SSR when part or none of the randomization covariates are in the data analysis

4.2.1 Framework

As in Chapter 3, assume that \( n \) originally planned subjects are sequentially allocated to a two-arm randomized controlled clinical trial by CAR procedures. Let \( T_i \) \((i = 1, \ldots, n)\) be the treatment assignment \((T_i = 1 \text{ if treatment 1}; T_i = 0 \text{ if treatment 2})\). In this chapter, in addition to the covariates, \((X_1, \ldots, X_p)\), I introduce another sets of covariates, \((V_1, \ldots, V_q)\) to fit the scenario where part of the randomization covariates are omitted from the data analysis. That is, \((X_1, \ldots, X_p)\) represent the covariates used for both CAR design and data analysis, and \((V_1, \ldots, V_q)\) represent those covariates that are used for CAR, but are excluded for data analysis. Assume that all the covariates are independent and their expectations are all 0 without loss of generality, i.e., \( E(X_{ik}) = 0, E(V_{ij}) = 0, i = 1, \ldots, n, k = 1, \ldots, p, j = 1, \ldots, q \). In addition, the errors are assumed to be independent with the covariates. Assume that the \( i \)th subject’s response \( Y_i \) follows the linear model:

\[
Y_i = \mu_1 T_i + \mu_2 (1 - T_i) + X_{i1}\beta_1 + \ldots + X_{ip}\beta_p + V_{i1}\gamma_1 + \ldots + V_{iq}\gamma_q + \epsilon_i, \quad (4.1)
\]
where $\mu_1$ and $\mu_2$ are the treatment effects for the treatments 1 and 2, respectively, $(\beta_1, \ldots, \beta_p)$ and $(\gamma_1, \ldots, \gamma_q)$ are unknown parameters for covariate effects, and the $\epsilon_i$ are independent errors with mean 0 and variance $\sigma^2$. Here, I do not have to assume the errors follow normal distribution. I write $\mathbf{\mu} = (\mu_1, \mu_2)^T$, $\mathbf{\eta} = (\mu_1, \mu_2, \beta_1, \ldots, \beta_p)^T$, $\boldsymbol{T}(n) = (T_1, \ldots, T_n)^T$, $\mathbf{Y}(n) = (Y_1, \ldots, Y_n)^T$, $\boldsymbol{\epsilon}(n) = (\epsilon_1, \ldots, \epsilon_n)^T$ and

$$
\mathbf{X}(n) = \begin{bmatrix}
T_1 & 1 - T_1 & X_{11} & \cdots & X_{1p} \\
T_2 & 1 - T_2 & X_{21} & \cdots & X_{2p} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
T_n & 1 - T_n & X_{n1} & \cdots & X_{np}
\end{bmatrix}.
$$

CAR designs are usually applied with discrete covariates. When implementing CAR using continuous covariates, I first discretize these continuous covariates, and apply CAR designs with respect to the discretized covariates. Specifically, let

$$
\bar{X}_j = \begin{cases} 
X_j & \text{if } j \notin C \\
d_j(X_j) & \text{if } j \in C
\end{cases}
$$

and

$$
\bar{V}_j = \begin{cases} 
V_j & \text{if } j \notin C^* \\
d_j^*(V_j) & \text{if } j \in C^*
\end{cases},
$$

where $C = \{l : \text{index of continuous covariates among } X_l, l = 1, \ldots, p\}$, $C^* = \{l : \text{index of continuous covariates among } V_l, l = 1, \ldots, q\}$, and $d_j(\cdot)$ and $d_j^*(\cdot)$ are discrete functions.

In this chapter, I perform the following hypothesis testing to compare two treatments in clinical trials:

$$
H_0 : \mu_1 = \mu_2 \text{ versus } \mu_1 \neq \mu_2. \quad (4.2)
$$
Let $\lfloor \cdot \rfloor$ denote the floor function and $t = N/n$ be the *information time* when $N$ is the number of enrolled patients. There are two special cases when not all the randomization covariates are used in the data analysis. First, only part of the covariates, $(X_1, \ldots, X_p)$, are included in the data analysis. Then the sequential statistic to test the hypothesis (4.2) at time point $t \in (0, 1]$ is

$$Z_t = \frac{L \hat{\eta}(t)}{\sqrt{\hat{\sigma}(t)^2 L(X(\lfloor nt \rfloor)^T X(\lfloor nt \rfloor))^{-1} L^T}},$$

where $L = (1, -1, 0, \ldots, 0)$, $\hat{\eta}(t) = (X(\lfloor nt \rfloor)^T X(\lfloor nt \rfloor))^{-1} X(\lfloor nt \rfloor)^T Y(\lfloor nt \rfloor)$, $\hat{\sigma}(t)^2 = [Y(\lfloor nt \rfloor) - X(\lfloor nt \rfloor) \hat{\eta}(t)]^T [Y(\lfloor nt \rfloor) - X(\lfloor nt \rfloor) \hat{\eta}(t)] / (\lfloor nt \rfloor - p - 2)$. Second, none of the covariates are used in the data analysis, which is the t-test or equivalently fitting the following model:

$$Y_i = \mu_1 T_i + \mu_2 (1 - T_i) + \epsilon_i, i = 1, \ldots, n.$$  \hfill (4.4)

In this case, I do not have the covariates $(X_1, \ldots, X_p)$, and the responses follow:

$$Y_i = \mu_1 T_i + \mu_2 (1 - T_i) + V_{i1} \gamma_1 + \ldots + V_{iq} \gamma_q + \epsilon_i, i = 1, \ldots, n.$$ \hfill (4.5)

Let $Q = (1, -1)$ and

$$\mathbf{T}r(n) = \begin{bmatrix} T_1 & 1 - T_1 \\ T_2 & 1 - T_2 \\ \vdots & \vdots \\ T_n & 1 - T_n \end{bmatrix}.$$
Then the sequential statistic to test the hypothesis (4.2) at time point \( t \in (0, 1] \) is

\[
Z'_t = \frac{Q\hat{\mu}(t)}{\sqrt{\hat{\sigma}(t)^2 Q(T_r([nt])^T T_r([nt]))^{-1} Q^2}},
\]

where \( \hat{\mu}(t) = (T_r([nt])^T T_r([nt]))^{-1} T_r([nt])^T Y([nt]), \)
\( \hat{\sigma}(t)^2 = [Y([nt]) - T_r([nt])\hat{\mu}(t)]^T [Y([nt]) - T_r([nt])\hat{\mu}(t)] / ([nt] - 2). \)

### 4.2.2 Incorporation of sample size re-estimation

In this chapter, I use the same SSR approach as in Chapter 3. The following sequential statistics were used in Chapter 3 and the type I error rate was successfully controlled when all the randomization covariates are included in the data analysis.

\[
U_t = \begin{cases} 
Z_t, & \text{if } t \leq t_L; \\
[w(t_L, t)]^{1/2} \times Z_{t_L} + [1 - w(t_L, t)]^{1/2} \times & \\
\{[B(b(t - t_L) + t_L) - B(t_L)]/[b(t - t_L)]^{1/2}\}, & \text{if } t > t_L,
\end{cases}
\]

where \( w(t_L, t) = t_L/t, \) \( B(t) = \sqrt{t}Z_t. \)

We first perform numerical study to investigate whether the same method can work when not all the randomization covariates are included in the data analysis. For all the tables, suppose originally planned 500 patients sequentially enter a clinical trial, and the responses follow

\[
Y_i = \mu_1 T_i + \mu_2 (1 - T_i) + X_{i1}\beta_1 + X_{i2}\beta_2 + \epsilon_i, i = 1, \ldots, 500,
\]

where \( (\mu_1, \mu_2, \beta_1, \beta_2) \) are unknown parameters, and \( \epsilon_i \) are independent errors from the normal distribution \( N(0, 1). \) Here I do not distinguish the notation \( X \) and \( V \) to save space. The CAR designs will be applied with respect to both \( X_1 \) and \( X_2, \) and different distributions of these two covariates will be considered. I implement SSR if the trial is
determined to continue after the second interim analysis. The cap of the sample size at stage 3 is 500. In this case, \( w(t_2, t_3) = 0.5 \) and \( b_{\text{max}} = 2 \). All the results are based on 10,000 replications.

In Table 4.1, I report results for SPB when both \( X_1 \) and \( X_2 \) are binary covariates with success rates of \( p_1 \) and \( p_2 \), respectively, and only \( X_1 \) is included in the working model as follows

\[
Y_i = \beta_0 + \beta_T T_i + X_{1i} \beta_1 + \varepsilon_i, \quad i = 1, \ldots, 500. \tag{4.9}
\]

I offer results for type I error rate (\( \alpha \)), average and standard deviation of estimates of \( \beta_1 \) and \( \beta_T \) out of 10,000 replications. In Table 4.2, I report results for SPB when both \( X_1 \) and \( X_2 \) follow standard normal distribution and only \( X_1 \) is included in the working model as in Table 1. When the CAR procedures are implemented with \( X_j, j = 1, 2 \), I discretize them in the following way:

\[
\tilde{x} = \begin{cases} 
1 & \text{if } x < z_{p_j} \\
0 & \text{if } x \geq z_{p_j}
\end{cases},
\]

where \( z_{p_j} \) is the \( p_j \)-quantile of the standard normal distribution. However, the original continuous covariates will be included in the data analysis. I get similar conclusions as in Table 4.1. In Table 4.3, I report results for Pocock and Simon’s design (PS) when both \( X_1 \) and \( X_2 \) are binary covariates with success rates of \( p_1 \) and \( p_2 \), respectively and only \( X_1 \) is included in the working model as in Table 4.1. In Table 4.4, I report results for Pocock and Simon’s design when both \( X_1 \) and \( X_2 \) follow standard normal distribution and only \( X_1 \) is included in the working model as in Table 4.1. I use the same way as in Table 4.2 to implement CAR. In all the tables, I can see that the type I error rates are all conservative. But I can still estimate the parameters very accurately. In Tables 4.5-4.8, I perform numerical study for the similar scenarios to Tables 4.1-4.4, but use
t-test statistics in the data analysis. I found the type I error rates are more conservative but the unknown parameters can be estimated very well.

4.2.3 Asymptotic results

In this chapter, I propose to revise $Z_t$ and $Z'_t$ and the corresponding $U_t$ to control the type I error rate.

Let

$$Z_{t}^\text{adj} = \frac{L\hat{\eta}(t)}{\hat{\epsilon}(t)\sqrt{\sigma(t)^2 L(X(\lfloor nt \rfloor))X(\lfloor nt \rfloor)^T}^{-1}L^T},$$

(4.10)

where $\hat{\epsilon}(t)^2$ is any consistent estimator of

$$\sum_{j \in C} \gamma_j^2 \sigma_{\delta_j}^2 + \sigma^2$$

$$\sigma^2 + \sum_{j=1}^q \text{Var}(V_j \gamma_j^T),$$

(4.11)

$\sigma_{\delta_j}^2 = E \left[ \text{Var} (\delta_j | d_j^*(V_j)) \right]$, and $\delta_j = V_j - E(V_j | d_j^*(V_j))$. Then I have the following theorem for the scenario when part of the randomization covariates are included in the data analysis.

**Theorem 4.1.** Let $B_t^U = \sqrt{t}U_t$. Assume the CAR design satisfies $DIF_n = O_p(1)$, $DIF_n^X(k; c_k) = O_p(1), k = 1, \ldots, p$, and $DIF_n^V(j; c_j^*) = O_p(1), j = 1, \ldots, q$. Then under $H_0$, $B_t^U$ is asymptotically a standard Brownian motion in distribution. The sequence of test statistics $\{(U_{t_1}, \ldots, U_{t_K})\}, 0 \leq t_1 \leq t_2 \leq \ldots \leq t_K \leq 1$ has the asymptotic canonical joint distribution defined in Jennison and Turnbull (2000), i.e., under $H_0$,

(i) $\{U_{t_1}, \ldots, U_{t_K}\}$ follows multivariate normal distribution;

(ii) $EU_{ti} = 0$;

(iii) $\text{Cov}(U_{ti}, U_{tj}) = \sqrt{\lfloor nt_i \rfloor / \lfloor nt_j \rfloor}, 0 \leq t_i \leq t_j \leq 1$.

When t-test is used in the data analysis, I revise $Z'_t$ in the following way and the
corresponding $U_t$ can be calculated. Let

$$Z_{t}^{adj'} = \frac{Q\hat{\mu}(t)}{\hat{\sigma}(t)^2 Q(Tr([nt])^T Tr([nt]))^{-1} Q^T},$$

(4.12)

where $\hat{\mu}(t) = (Tr([nt])^T Tr([nt]))^{-1} Tr([nt]) Y([nt]),$

$\hat{\sigma}(t)^2 = [Y([nt]) - Tr([nt]) \hat{\mu}(t)]^T [Y([nt]) - Tr([nt]) \hat{\mu}(t)] / ([nt] - 2),$ and $\hat{\epsilon}(t)^2$ is a consistent estimator of

$$\sum_{j \in C^*} \gamma_j^2 \sigma_\delta^2 + \sigma^2$$

$$\sigma^2 + \sum_{j=1}^{q} Var(V_j \gamma_j^T).$$

Then I have the following theorem.

**Theorem 4.2.** Let $B_t = \sqrt{t} U_t$. Assume the CAR design satisfies $DIF_n = O_p(1)$ and $DIF_n^V(j; c^*) = O_p(1), j = 1, \ldots, q$. Then under $H_0$, $B_t$ is asymptotically a standard Brownian motion in distribution. The sequence of test statistics $\{(U_{t_1}, \ldots, U_{t_K}), 0 \leq t_1 \leq t_2 \leq \ldots \leq t_K \leq 1\}$ has the asymptotic canonical joint distribution defined in Jennison and Turnbull (2000), i.e., under $H_0$,

(i) $\{U_{t_1}, \ldots, U_{t_K}\}$ follows multivariate normal distribution;

(ii) $EU_{t_i} = 0$;

(iii) $Cov(U_{t_i}, U_{t_j}) = \sqrt{[nt_i] / [nt_j]}, \quad 0 \leq t_i \leq t_j \leq 1$.

This theorem reveals the most fundamental properties for the proposed method, i.e., the asymptotic joint distribution of the sequential statistics. From this theorem and the numerical studies above, I can easily see and understand the conservativeness of the type I error rates when not all the randomization covariates are included in the data analysis, since

$$\sum_{j \in C^*} \gamma_j^2 \sigma_\delta^2 + \sigma^2$$

$$\sigma^2 + \sum_{j=1}^{q} Var(V_j \gamma_j^T),$$

is always less than 1.
4.3 Numerical and simulation studies

In this section, I study the finite-sample properties of the proposed procedure. For all the tables, suppose originally planned 500 patients sequentially enter a clinical trial, and the responses follow

\[ Y_i = \mu_1 T_i + \mu_2 (1 - T_i) + X_{i1} \beta_1 + X_{i2} \beta_2 + \epsilon_i, i = 1, \ldots, 500, \tag{4.13} \]

where \((\mu_1, \mu_2, \beta_1, \beta_2)\) are unknown parameters, and \(\epsilon_i\) are independent errors from the normal distribution \(N(0, 1)\). In different tables, I compare the stratified permuted block randomization (SPB), Pocock and Simon’s procedure (PS) and complete randomization. The CAR designs will be applied with respect to both \(X_1\) and \(X_2\), and different distributions of these two covariates will be considered. I implement SSR if the trial is determined to continue after the second interim analysis. The cap of the sample size at stage 3 is 500. In this case, \(w(t_2, t_3) = 0.5\) and \(b_{\text{max}} = 2\). It is worth noting that a variety of approaches such as bootstraps can be used to obtain \(\hat{\epsilon}\). In this dissertation, I obtain \(\hat{\epsilon}\) in the following way. At each interim look, I fit model (4.13) with full data to obtain consistent estimators of the unknown parameters. I can also easily obtain consistent estimators of \(\sigma_{\delta j}\) and \(Var(V_j)\) based on the observed covariates due to the law of large numbers. Thus the consistency of \(\hat{\epsilon}\) follows the fundamental large-sample theory (Lehmann, 2004). All the results are based on 10,000 replications.

In Tables 4.9-4.12, the sequential data analysis are all based on the model (4.9), and the adjusted sequential statistics \(U_t\) are used. In Table 4.9, I report results for SPB and complete randomization when both \(X_1\) and \(X_2\) are binary covariates with success rates of \(p_1\) and \(p_2\), respectively. I offer results for type I error rate \(\alpha\) (the proportion of the number of rejections of \(H_0\) out of 10,000 replications, and the intended value is 0.05), average and standard deviation of the following values out of 10,000 replications:
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estimates of $\beta_1$ and $\beta_T$. I can see that my method can control the type I error rate very well, and estimate the parameters very accurately.

In Table 4.10, I report results for SPB and complete randomization when both $X_1$ and $X_2$ follow standard normal distribution. When the CAR procedures are implemented with $X_j, j = 1, 2$, I discretize them in the following way:

$$\tilde{x} = \begin{cases} 1 & \text{if } x < z_{p_j} \\ 0 & \text{if } x \geq z_{p_j} \end{cases},$$

where $z_{p_j}$ is the $p_j$-quantile of the standard normal distribution. However, the original continuous covariates will be included in the data analysis. I get similar conclusions as in Table 4.9.

In Table 4.11, I report results for Pocock and Simon’s design (PS) and complete randomization when both $X_1$ and $X_2$ are binary covariates with success rates of $p_1$ and $p_2$, respectively. I found that my proposed method can control the type I error rate very well and estimate the parameters very accurately. In Table 4.12, I report results for Pocock and Simon’s design and complete randomization when both $X_1$ and $X_2$ follow standard normal distribution. I use the same way as in Table 4.10 to implement CAR. I get similar conclusion as in Table 4.11.

In Table 4.13, I report the covariate imbalance for the scenario of Table 4.9. I report the average and standard deviation of the following values out of 10,000 replications: overall difference in patient numbers between the two treatments ($DIF_n$), the differences of patient numbers between the two treatments in the four stratum ($DIF_{gh}$ for $X_1 = g$ and $X_2 = h$, $g, h = 0, 1$). In Table 4.14, I report the covariate imbalance for the scenario of Table 4.10. In this table, $DIF_{gh}$ refers to the stratum-level treatment assignment difference corresponding to the discretized covariates. In these two tables, I can see that compared to complete randomization, the overall and stratum imbalance can
be controlled much better by my proposed method. In Table 4.15, I report the covariate imbalance for the scenario of Table 4.11. I additionally report the marginal imbalance: $DIF_1$ is the marginal imbalance for $X_1 = 1$, $DIF_0$ is the marginal imbalance for $X_1 = 0$, $DIF_1$ is the marginal imbalance for $X_2 = 1$, $DIF_0$ is the marginal imbalance for $X_2 = 0$. I found that Pocock and Simon’s design will return better balance in all levels: overall, marginal and stratum. Compared to the stratum imbalance, Pocock and Simon’s design can control the marginal and overall imbalance better. In Table 4.16, I report the covariate imbalance for the scenario of Table 4.12. In this table, the stratum and marginal level imbalance corresponds to the discretized covariates. I got similar results to Table 4.15.

In Tables 4.17-4.20, I report results when the sequential data analysis are all based on the t-test and the adjusted sequential statistics $U_t$ are used. In these tables, I get similar corresponding results as when I include only one covariate in the model for data analysis.

4.4 Conclusion

The advantages and challenges of the combination of covariate-adaptive randomization, sequential monitoring and sample size re-estimation have been introduced in Chapter 3. In practice, clinical trial practitioners are often reluctant to include all the randomization covariates in the data analysis for different reasons, which introduces extra problems. In this chapter, I study the theoretical and numerical properties for sequential monitoring of covariate-adaptive clinical trials with sample size re-estimation when not all the randomization covariates are included in the data analysis. I found that using the approaches in Chapter 3 without adjustment will lead to conservative type I error rate. The lower number of randomization covariates I include in the data analysis, the more conservative the type error rate is. I proposed methods to adjust the sequential
test statistics based on the theoretical results, and successfully controlled the type I error rate demonstrated by the numerical study.

In addition to the future research fields mentioned in the conclusion of Chapter 3, it is worth proposing other approaches to adjust the test statistics to control the type I error rate. Bootstrap is a natural idea to study, since the conservativeness of the type I error rate comes from a wrong estimation of the variance of the estimator of treatment difference. Other methods leading to a correct estimation of this variance can also be investigated. The same problem occurs when CAR is used and longitudinal data analysis is implemented. I leave all these for future research.
Table 4.1: Performance for SPB under $H_0$ when both covariates are discrete and only one covariate is included in the data analysis

<table>
<thead>
<tr>
<th>Design</th>
<th>$\alpha$</th>
<th>$\hat{\beta}_1$</th>
<th>$\hat{\beta}_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.5, 0.5)$</td>
<td>SPB</td>
<td>0.027</td>
<td>1.00(0.086)</td>
</tr>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.4, 0.6)$</td>
<td>SPB</td>
<td>0.029</td>
<td>0.999(0.088)</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.5, 0.5)$</td>
<td>SPB</td>
<td>0.032</td>
<td>0.999(0.088)</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.4, 0.6)$</td>
<td>SPB</td>
<td>0.030</td>
<td>0.999(0.087)</td>
</tr>
</tbody>
</table>
Table 4.2: Performance for SPB under $H_0$ when both covariates are continuous and only one covariate is included in the data analysis

<table>
<thead>
<tr>
<th>$(\mu_1, \mu_2, \beta_1, \beta_2, p_1, p_2)$</th>
<th>Design</th>
<th>$\alpha$</th>
<th>$\hat{\beta}_1$</th>
<th>$\hat{\beta}_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>SPB</td>
<td>0.019</td>
<td>0.999(0.055)</td>
<td>-0.002(0.089)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6)</td>
<td>SPB</td>
<td>0.017</td>
<td>1.00(0.054)</td>
<td>0.001(0.089)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5)</td>
<td>SPB</td>
<td>0.019</td>
<td>1.00(0.055)</td>
<td>0.000(0.091)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6)</td>
<td>SPB</td>
<td>0.018</td>
<td>0.999(0.055)</td>
<td>-0.001(0.090)</td>
</tr>
</tbody>
</table>
Table 4.3: Performance for Pocock and Simon’s design under $H_0$ when both covariates are discrete and only one covariate is included in the data analysis

<table>
<thead>
<tr>
<th>Design</th>
<th>$\alpha$</th>
<th>$\hat{\beta}_1$</th>
<th>$\hat{\beta}_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>0.030</td>
<td>1.00(0.087)</td>
<td>0.000(0.077)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6)</td>
<td>0.028</td>
<td>1.00(0.087)</td>
<td>0.000(0.078)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5)</td>
<td>0.028</td>
<td>1.00(0.087)</td>
<td>-0.001(0.078)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6)</td>
<td>0.029</td>
<td>1.00(0.088)</td>
<td>0.000(0.078)</td>
</tr>
</tbody>
</table>
Table 4.4: Performance for Pocock and Simon’s design under $H_0$ when both covariates are continuous and only one covariate is included in the data analysis

<table>
<thead>
<tr>
<th>$(\mu_1, \mu_2, \beta_1, \beta_2, p_1, p_2)$</th>
<th>Design</th>
<th>$\alpha$</th>
<th>$\hat{\beta}_1$</th>
<th>$\hat{\beta}_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.5, 0.5)$</td>
<td>PS</td>
<td>0.019</td>
<td>0.999(0.055)</td>
<td>-0.001(0.090)</td>
</tr>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.4, 0.6)$</td>
<td>PS</td>
<td>0.018</td>
<td>1.00(0.055)</td>
<td>0.001(0.091)</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.5, 0.5)$</td>
<td>PS</td>
<td>0.018</td>
<td>1.00(0.056)</td>
<td>-0.001(0.090)</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.4, 0.6)$</td>
<td>PS</td>
<td>0.023</td>
<td>1.00(0.054)</td>
<td>0.000(0.091)</td>
</tr>
<tr>
<td>Design</td>
<td>α</td>
<td>SPB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------------</td>
<td>-----</td>
<td>------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>0.013</td>
<td>SPB 0.013</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6)</td>
<td>0.013</td>
<td>SPB 0.010</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5)</td>
<td>0.010</td>
<td>SPB 0.011</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6)</td>
<td>0.011</td>
<td>SPB 0.011</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.5: Performance for SPB under $H_0$ when both covariates are discrete and t-test is used.
Table 4.6: Performance for SPB under $H_0$ when both covariates are continuous and t-test is used

<table>
<thead>
<tr>
<th>$(\mu_1, \mu_2, \beta_1, \beta_2, p_1, p_2)$</th>
<th>Design</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.5, 0.5)$</td>
<td>SPB</td>
<td>0.006</td>
</tr>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.4, 0.6)$</td>
<td>SPB</td>
<td>0.008</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.5, 0.5)$</td>
<td>SPB</td>
<td>0.007</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.4, 0.6)$</td>
<td>SPB</td>
<td>0.006</td>
</tr>
</tbody>
</table>
Table 4.7: Performance for Pocock and Simon’s design under $H_0$ when both covariates are discrete and t-test is used

<table>
<thead>
<tr>
<th>$\left(\mu_1, \mu_2, \beta_1, \beta_2, p_1, p_2\right)$</th>
<th>Design</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>PS</td>
<td>0.015</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6)</td>
<td>PS</td>
<td>0.014</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5)</td>
<td>PS</td>
<td>0.016</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6)</td>
<td>PS</td>
<td>0.012</td>
</tr>
</tbody>
</table>
Table 4.8: Performance for Pocock and Simon’s design under $H_0$ when both covariates are continuous and t-test is used

<table>
<thead>
<tr>
<th>$(\mu_1, \mu_2, \beta_1, \beta_2, p_1, p_2)$</th>
<th>Design</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.5, 0.5)$</td>
<td>PS</td>
<td>0.007</td>
</tr>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.4, 0.6)$</td>
<td>PS</td>
<td>0.010</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.5, 0.5)$</td>
<td>PS</td>
<td>0.006</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.4, 0.6)$</td>
<td>PS</td>
<td>0.007</td>
</tr>
</tbody>
</table>
Table 4.9: Performance for SPB and complete randomization under $H_0$ when both covariates are discrete and partial covariates are used. Adjusted statistics for SPB and unadjusted statistics for complete randomization are used for data analysis.

<table>
<thead>
<tr>
<th>Design</th>
<th>$\alpha$</th>
<th>$\hat{\beta}_1$</th>
<th>$\hat{\beta}_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5) SPB</td>
<td>0.050</td>
<td>1.00(0.086)</td>
<td>0.000(0.080)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5) CR</td>
<td>0.050</td>
<td>1.00(0.087)</td>
<td>0.001(0.089)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6) SPB</td>
<td>0.052</td>
<td>1.00(0.088)</td>
<td>0.001(0.080)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6) CR</td>
<td>0.049</td>
<td>1.00(0.087)</td>
<td>-0.001(0.088)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5) SPB</td>
<td>0.053</td>
<td>1.00(0.088)</td>
<td>-0.001(0.082)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5) CR</td>
<td>0.056</td>
<td>1.00(0.087)</td>
<td>-0.001(0.091)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6) SPB</td>
<td>0.052</td>
<td>1.00(0.087)</td>
<td>-0.001(0.080)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6) CR</td>
<td>0.052</td>
<td>1.00(0.088)</td>
<td>0.001(0.090)</td>
</tr>
</tbody>
</table>
Table 4.10: Performance for SPB and complete randomization under $H_0$ when both covariates are continuous and partial covariates are used. Adjusted statistics for SPB and unadjusted statistics for complete randomization are used for data analysis.

<table>
<thead>
<tr>
<th>$(\mu_1, \mu_2, \beta_1, \beta_2, p_1, p_2)$</th>
<th>Design</th>
<th>$\alpha$</th>
<th>$\hat{\beta}_1$</th>
<th>$\hat{\beta}_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>SPB</td>
<td>0.049</td>
<td>0.999(0.055)</td>
<td>-0.002(0.094)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>CR</td>
<td>0.052</td>
<td>0.999(0.055)</td>
<td>0.001(0.115)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6)</td>
<td>SPB</td>
<td>0.055</td>
<td>1.00(0.055)</td>
<td>0.002(0.095)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6)</td>
<td>CR</td>
<td>0.049</td>
<td>1.00(0.055)</td>
<td>0.000(0.113)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5)</td>
<td>SPB</td>
<td>0.056</td>
<td>1.00(0.055)</td>
<td>0.000(0.095)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5)</td>
<td>CR</td>
<td>0.053</td>
<td>1.00(0.055)</td>
<td>0.002(0.115)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6)</td>
<td>SPB</td>
<td>0.054</td>
<td>0.999(0.055)</td>
<td>-0.001(0.095)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6)</td>
<td>CR</td>
<td>0.051</td>
<td>1.00(0.055)</td>
<td>-0.001(0.115)</td>
</tr>
</tbody>
</table>
Table 4.11: Performance for Pocock and Simon’s design and complete randomization when both covariates are discrete and partial covariates is used. Adjusted statistics for Pocock and Simon’s design and unadjusted statistics for complete randomization are used for data analysis.

<table>
<thead>
<tr>
<th>Design</th>
<th>$\alpha$</th>
<th>$\hat{\beta}_1$</th>
<th>$\hat{\beta}_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>SPB</td>
<td>0.052</td>
<td>1.00(0.087)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>CR</td>
<td>0.050</td>
<td>1.00(0.087)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6)</td>
<td>SPB</td>
<td>0.050</td>
<td>1.00(0.088)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6)</td>
<td>CR</td>
<td>0.049</td>
<td>1.00(0.087)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5)</td>
<td>SPB</td>
<td>0.052</td>
<td>1.00(0.087)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5)</td>
<td>CR</td>
<td>0.056</td>
<td>1.00(0.087)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6)</td>
<td>SPB</td>
<td>0.052</td>
<td>1.00(0.089)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6)</td>
<td>CR</td>
<td>0.052</td>
<td>1.00(0.088)</td>
</tr>
</tbody>
</table>
Table 4.12: Performance for Pocock and Simon’s design and complete randomization when both covariates are continuous and partial covariates is used. Adjusted statistics for Pocock and Simon’s design and unadjusted statistics for complete randomization are used for data analysis.

<table>
<thead>
<tr>
<th>(µ₁, µ₂, β₁, β₂, p₁, p₂)</th>
<th>Design</th>
<th>α</th>
<th>ß₁</th>
<th>ß_T</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>PS</td>
<td>0.051</td>
<td>0.999(0.055)</td>
<td>-0.001(0.095)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>CR</td>
<td>0.052</td>
<td>0.999(0.055)</td>
<td>0.001(0.115)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6)</td>
<td>PS</td>
<td>0.055</td>
<td>0.999(0.055)</td>
<td>0.001(0.096)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6)</td>
<td>CR</td>
<td>0.049</td>
<td>1.00(0.055)</td>
<td>0.000(0.113)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5)</td>
<td>PS</td>
<td>0.049</td>
<td>1.00(0.056)</td>
<td>-0.001(0.094)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5)</td>
<td>CR</td>
<td>0.053</td>
<td>1.00(0.055)</td>
<td>0.002(0.115)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6)</td>
<td>PS</td>
<td>0.058</td>
<td>1.00(0.055)</td>
<td>0.001(0.096)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6)</td>
<td>CR</td>
<td>0.051</td>
<td>1.00(0.055)</td>
<td>-0.001(0.115)</td>
</tr>
</tbody>
</table>
Table 4.13: Covariates imbalance for SPB and complete randomization when both covariates are discrete and partial covariates is used. Adjusted statistics for SPB and unadjusted statistics for complete randomization are used for data analysis.

<table>
<thead>
<tr>
<th>Design</th>
<th>$DIF_n$</th>
<th>$DIF_{11}$</th>
<th>$DIF_{10}$</th>
<th>$DIF_{01}$</th>
<th>$DIF_{00}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>SPB</td>
<td>1.32(1.27)</td>
<td>0.669(0.619)</td>
<td>0.666(0.627)</td>
<td>0.676(0.625)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>CR</td>
<td>20.8(15.8)</td>
<td>10.4(7.89)</td>
<td>10.5(7.92)</td>
<td>10.6(8.10)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6)</td>
<td>SPB</td>
<td>1.31(1.28)</td>
<td>0.658(0.622)</td>
<td>0.667(0.625)</td>
<td>0.667(0.617)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6)</td>
<td>CR</td>
<td>20.9(16.0)</td>
<td>10.3(7.83)</td>
<td>8.38(6.41)</td>
<td>12.4(9.38)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5)</td>
<td>SPB</td>
<td>1.32(1.28)</td>
<td>0.670(0.627)</td>
<td>0.661(0.622)</td>
<td>0.668(0.622)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5)</td>
<td>CR</td>
<td>20.9(15.9)</td>
<td>10.4(7.95)</td>
<td>10.5(8.07)</td>
<td>10.4(7.92)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6)</td>
<td>SPB</td>
<td>1.33(1.27)</td>
<td>0.664(0.621)</td>
<td>0.678(0.627)</td>
<td>0.678(0.627)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6)</td>
<td>CR</td>
<td>20.9(16.1)</td>
<td>10.3(7.83)</td>
<td>8.38(6.35)</td>
<td>12.5(9.56)</td>
</tr>
</tbody>
</table>
Table 4.14: Covariates imbalance for SPB and complete randomization when both covariates are continuous and partial
covariates is used. Adjusted statistics for SPB and unadjusted statistics for complete randomization are used for data
analysis.

<table>
<thead>
<tr>
<th>Design</th>
<th>$DIF_n$</th>
<th>$DIF_{11}$</th>
<th>$DIF_{10}$</th>
<th>$DIF_{01}$</th>
<th>$DIF_{00}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPB</td>
<td>1.31(1.27)</td>
<td>0.669(0.620)</td>
<td>0.665(0.620)</td>
<td>0.663(0.619)</td>
<td>0.667(0.630)</td>
</tr>
<tr>
<td>CR</td>
<td>20.8(16.0)</td>
<td>10.5(8.04)</td>
<td>10.5(7.97)</td>
<td>10.4(7.91)</td>
<td>10.4(7.98)</td>
</tr>
<tr>
<td>SPB</td>
<td>1.32(1.27)</td>
<td>0.673(0.628)</td>
<td>0.670(0.624)</td>
<td>0.672(0.622)</td>
<td>0.666(0.631)</td>
</tr>
<tr>
<td>CR</td>
<td>20.9(16.3)</td>
<td>10.3(7.82)</td>
<td>8.41(6.39)</td>
<td>12.6(9.72)</td>
<td>10.3(7.80)</td>
</tr>
<tr>
<td>SPB</td>
<td>1.31(1.25)</td>
<td>0.674(0.623)</td>
<td>0.659(0.621)</td>
<td>0.656(0.618)</td>
<td>0.665(0.621)</td>
</tr>
<tr>
<td>CR</td>
<td>21.0(16.1)</td>
<td>10.4(7.97)</td>
<td>10.5(7.97)</td>
<td>10.6(8.02)</td>
<td>10.4(7.97)</td>
</tr>
<tr>
<td>SPB</td>
<td>1.31(1.27)</td>
<td>0.660(0.623)</td>
<td>0.671(0.627)</td>
<td>0.671(0.624)</td>
<td>0.667(0.618)</td>
</tr>
<tr>
<td>CR</td>
<td>21.2(16.1)</td>
<td>10.0(7.79)</td>
<td>8.44(6.38)</td>
<td>12.6(9.58)</td>
<td>10.3(7.85)</td>
</tr>
</tbody>
</table>
Table 4.15: Covariates imbalance for Pocock and Simon’s design and complete randomization when both covariates are discrete and partial covariates is used. Adjusted statistics for Pocock and Simon’s design and unadjusted statistics for complete randomization are used for data analysis.

<table>
<thead>
<tr>
<th>Design</th>
<th>DIF_n</th>
<th>DIF_{11}</th>
<th>DIF_{10}</th>
<th>DIF_{01}</th>
<th>DIF_{00}</th>
<th>DIF_1</th>
<th>DIF_0</th>
<th>DIF_1</th>
<th>DIF_0</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS</td>
<td>1.70(1.71)</td>
<td>5.44(4.16)</td>
<td>5.45(4.16)</td>
<td>5.46(4.17)</td>
<td>5.46(4.17)</td>
<td>1.54(1.42)</td>
<td>1.53(1.38)</td>
<td>1.54(1.38)</td>
<td>1.54(1.40)</td>
</tr>
<tr>
<td>CR</td>
<td>20.8(15.8)</td>
<td>10.4(7.89)</td>
<td>10.5(7.92)</td>
<td>10.6(8.1)</td>
<td>10.5(8.06)</td>
<td>14.5(11.1)</td>
<td>14.9(11.5)</td>
<td>14.9(11.4)</td>
<td>14.8(11.2)</td>
</tr>
<tr>
<td>PS</td>
<td>1.73(1.69)</td>
<td>5.17(3.93)</td>
<td>5.11(3.90)</td>
<td>5.19(3.97)</td>
<td>5.14(3.93)</td>
<td>1.54(1.39)</td>
<td>1.55(1.39)</td>
<td>1.58(1.42)</td>
<td>1.53(1.40)</td>
</tr>
<tr>
<td>CR</td>
<td>20.9(16.0)</td>
<td>10.3(7.83)</td>
<td>8.38(6.41)</td>
<td>12.4(9.38)</td>
<td>10.2(7.86)</td>
<td>13.3(10.2)</td>
<td>16.2(12.3)</td>
<td>16.1(12.3)</td>
<td>13.2(10.2)</td>
</tr>
<tr>
<td>PS</td>
<td>1.68(1.69)</td>
<td>5.43(4.16)</td>
<td>5.44(4.20)</td>
<td>5.44(4.14)</td>
<td>5.43(4.17)</td>
<td>1.54(1.42)</td>
<td>1.50(1.38)</td>
<td>1.53(1.38)</td>
<td>1.54(1.39)</td>
</tr>
<tr>
<td>CR</td>
<td>20.9(15.9)</td>
<td>10.4(7.95)</td>
<td>10.5(8.07)</td>
<td>10.4(7.92)</td>
<td>10.4(8.00)</td>
<td>14.9(11.3)</td>
<td>14.7(11.3)</td>
<td>14.7(11.2)</td>
<td>14.9(11.4)</td>
</tr>
<tr>
<td>PS</td>
<td>1.68(1.66)</td>
<td>5.21(4.00)</td>
<td>5.19(3.97)</td>
<td>5.25(4.04)</td>
<td>5.21(4.00)</td>
<td>1.52(1.40)</td>
<td>1.54(1.38)</td>
<td>1.51(1.37)</td>
<td>1.51(1.39)</td>
</tr>
<tr>
<td>CR</td>
<td>20.9(16.1)</td>
<td>10.3(7.83)</td>
<td>8.38(6.35)</td>
<td>12.5(9.56)</td>
<td>10.2(7.83)</td>
<td>13.3(10.1)</td>
<td>16.3(12.4)</td>
<td>16.3(12.3)</td>
<td>13.2(10.1)</td>
</tr>
</tbody>
</table>
Table 4.16: Covariates imbalance for Pocock and Simon’s design and complete randomization when both covariates are continuous and partial covariates is used. Adjusted statistics for Pocock and Simon’s design and unadjusted statistics for complete randomization are used for data analysis.

<table>
<thead>
<tr>
<th>Design</th>
<th>$DIF_n$</th>
<th>$DIF_{11}$</th>
<th>$DIF_{10}$</th>
<th>$DIF_{01}$</th>
<th>$DIF_{00}$</th>
<th>$DIF_1$</th>
<th>$DIF_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS</td>
<td>1.70(1.68)</td>
<td>5.42(4.18)</td>
<td>5.45(4.17)</td>
<td>5.41(4.14)</td>
<td>5.42(4.17)</td>
<td>1.54(1.40)</td>
<td>1.53(1.40)</td>
</tr>
<tr>
<td>CR</td>
<td>20.8(16.0)</td>
<td>10.5(8.04)</td>
<td>10.5(7.97)</td>
<td>10.4(7.91)</td>
<td>10.4(7.98)</td>
<td>14.8(11.4)</td>
<td>14.7(11.3)</td>
</tr>
<tr>
<td>PS</td>
<td>1.69(1.66)</td>
<td>5.21(4.01)</td>
<td>5.15(3.97)</td>
<td>5.24(4.03)</td>
<td>5.19(3.99)</td>
<td>1.53(1.39)</td>
<td>1.55(1.41)</td>
</tr>
<tr>
<td>CR</td>
<td>20.9(16.3)</td>
<td>10.3(7.82)</td>
<td>8.41(6.39)</td>
<td>12.6(9.72)</td>
<td>10.3(7.80)</td>
<td>13.3(10.2)</td>
<td>16.2(12.4)</td>
</tr>
<tr>
<td>PS</td>
<td>1.68(1.67)</td>
<td>5.43(4.22)</td>
<td>5.43(4.17)</td>
<td>5.40(4.20)</td>
<td>5.38(4.18)</td>
<td>1.52(1.38)</td>
<td>1.52(1.39)</td>
</tr>
<tr>
<td>CR</td>
<td>21.0(16.1)</td>
<td>10.4(7.97)</td>
<td>10.5(7.97)</td>
<td>10.6(8.02)</td>
<td>10.4(7.97)</td>
<td>14.8(11.5)</td>
<td>14.8(11.3)</td>
</tr>
<tr>
<td>PS</td>
<td>1.70(1.70)</td>
<td>5.22(3.96)</td>
<td>5.16(3.90)</td>
<td>5.24(3.97)</td>
<td>5.19(3.93)</td>
<td>1.54(1.42)</td>
<td>1.52(1.40)</td>
</tr>
<tr>
<td>CR</td>
<td>21.2(16.1)</td>
<td>10.0(7.79)</td>
<td>8.44(6.38)</td>
<td>12.6(9.58)</td>
<td>10.3(7.85)</td>
<td>13.2(10.1)</td>
<td>16.4(12.6)</td>
</tr>
</tbody>
</table>
Table 4.17: Performance for SPB and complete randomization under $H_0$ when both covariates are discrete and t-test are used. Adjusted statistics for SPB and unadjusted statistics for complete randomization are used for data analysis.

<table>
<thead>
<tr>
<th>Design</th>
<th>$\alpha$</th>
<th>$DIF_n$</th>
<th>$DIF_{11}$</th>
<th>$DIF_{10}$</th>
<th>$DIF_{01}$</th>
<th>$DIF_{00}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPB</td>
<td>0.052</td>
<td>1.32(1.27)</td>
<td>0.671(0.618)</td>
<td>0.666(0.627)</td>
<td>0.676(0.624)</td>
<td>0.668(0.621)</td>
</tr>
<tr>
<td>CR</td>
<td>0.049</td>
<td>20.8(15.8)</td>
<td>10.3(7.90)</td>
<td>10.5(7.97)</td>
<td>10.6(8.08)</td>
<td>10.5(8.06)</td>
</tr>
<tr>
<td>SPB</td>
<td>0.053</td>
<td>1.31(1.28)</td>
<td>0.664(0.621)</td>
<td>0.668(0.626)</td>
<td>0.668(0.617)</td>
<td>0.658(0.626)</td>
</tr>
<tr>
<td>CR</td>
<td>0.048</td>
<td>20.9(16.1)</td>
<td>10.3(7.84)</td>
<td>8.35(6.46)</td>
<td>12.4(9.40)</td>
<td>10.2(7.85)</td>
</tr>
<tr>
<td>SPB</td>
<td>0.051</td>
<td>1.32(1.28)</td>
<td>0.673(0.628)</td>
<td>0.659(0.621)</td>
<td>0.667(0.623)</td>
<td>0.663(0.618)</td>
</tr>
<tr>
<td>CR</td>
<td>0.050</td>
<td>20.9(16.0)</td>
<td>10.4(7.94)</td>
<td>10.6(8.08)</td>
<td>10.4(7.89)</td>
<td>10.4(8.00)</td>
</tr>
<tr>
<td>SPB</td>
<td>0.049</td>
<td>1.33(1.27)</td>
<td>0.658(0.620)</td>
<td>0.680(0.626)</td>
<td>0.673(0.625)</td>
<td>0.664(0.623)</td>
</tr>
<tr>
<td>CR</td>
<td>0.051</td>
<td>20.9(16.1)</td>
<td>10.3(7.83)</td>
<td>8.42(6.39)</td>
<td>12.5(9.53)</td>
<td>10.3(7.81)</td>
</tr>
</tbody>
</table>
Table 4.18: Performance for SPB and complete randomization under $H_0$ when both covariates are continuous and t-test are used. Adjusted statistics for SPB and unadjusted statistics for complete randomization are used for data analysis.

<table>
<thead>
<tr>
<th>$(\mu_1, \mu_2, \beta_1, \beta_2, p_1, p_2)$</th>
<th>Design</th>
<th>$\alpha$</th>
<th>$DIF_n$</th>
<th>$DIF_{11}$</th>
<th>$DIF_{10}$</th>
<th>$DIF_{01}$</th>
<th>$DIF_{00}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.5, 0.5)$</td>
<td>SPB</td>
<td>0.050</td>
<td>1.33(1.27)</td>
<td>0.675(0.624)</td>
<td>0.669(0.618)</td>
<td>0.662(0.618)</td>
<td>0.670(0.629)</td>
</tr>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.5, 0.5)$</td>
<td>CR</td>
<td>0.051</td>
<td>20.8(16.0)</td>
<td>10.5(8.01)</td>
<td>10.5(8.02)</td>
<td>10.4(7.98)</td>
<td>10.4(8.02)</td>
</tr>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.4, 0.6)$</td>
<td>SPB</td>
<td>0.051</td>
<td>1.32(1.27)</td>
<td>0.678(0.631)</td>
<td>0.669(0.626)</td>
<td>0.669(0.621)</td>
<td>0.666(0.630)</td>
</tr>
<tr>
<td>$(0.5, 0.5, 1, 1, 0.4, 0.6)$</td>
<td>CR</td>
<td>0.047</td>
<td>20.9(16.2)</td>
<td>10.3(7.87)</td>
<td>8.40(6.39)</td>
<td>12.5(9.67)</td>
<td>10.3(7.77)</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.5, 0.5)$</td>
<td>SPB</td>
<td>0.050</td>
<td>1.31(1.26)</td>
<td>0.669(0.626)</td>
<td>0.657(0.622)</td>
<td>0.658(0.619)</td>
<td>0.672(0.626)</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.5, 0.5)$</td>
<td>CR</td>
<td>0.052</td>
<td>20.9(16.0)</td>
<td>10.3(7.91)</td>
<td>10.4(7.99)</td>
<td>10.5(8.04)</td>
<td>10.5(7.90)</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.4, 0.6)$</td>
<td>SPB</td>
<td>0.054</td>
<td>1.32(1.28)</td>
<td>0.660(0.627)</td>
<td>0.674(0.626)</td>
<td>0.670(0.623)</td>
<td>0.667(0.620)</td>
</tr>
<tr>
<td>$(2, 2, 1, 1, 0.4, 0.6)$</td>
<td>CR</td>
<td>0.048</td>
<td>21.2(16.1)</td>
<td>10.0(7.77)</td>
<td>8.41(6.36)</td>
<td>12.6(9.55)</td>
<td>10.3(7.88)</td>
</tr>
</tbody>
</table>
Table 4.19: Performance for Pocock and Simon’s design and complete randomization under $H_0$ when both covariates are discrete and t-test are used. Adjusted statistics for Pocock and Simon’s design and unadjusted statistics for complete randomization are used for data analysis.

<table>
<thead>
<tr>
<th>Design</th>
<th>$\alpha$</th>
<th>$DIF_n$</th>
<th>$DIF_{11}$</th>
<th>$DIF_{10}$</th>
<th>$DIF_{01}$</th>
<th>$DIF_{00}$</th>
<th>$DIF_1$</th>
<th>$DIF_0$</th>
<th>$DIF_1$</th>
<th>$DIF_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS</td>
<td>0.051</td>
<td>1.68(1.69)</td>
<td>5.43(4.16)</td>
<td>5.43(4.17)</td>
<td>5.39(4.17)</td>
<td>5.41(4.18)</td>
<td>1.51(1.37)</td>
<td>1.55(1.41)</td>
<td>1.53(1.41)</td>
<td>1.53(1.39)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>CR</td>
<td>0.049</td>
<td>20.8(15.8)</td>
<td>10.3(7.90)</td>
<td>10.5(7.97)</td>
<td>10.6(8.08)</td>
<td>10.5(8.06)</td>
<td>14.6(11.1)</td>
<td>14.9(11.4)</td>
<td>14.8(11.3)</td>
</tr>
<tr>
<td>PS</td>
<td>0.054</td>
<td>1.67(1.65)</td>
<td>5.18(3.97)</td>
<td>5.17(3.96)</td>
<td>5.23(4.01)</td>
<td>5.22(4.02)</td>
<td>1.52(1.38)</td>
<td>1.52(1.37)</td>
<td>1.53(1.38)</td>
<td>1.52(1.36)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6)</td>
<td>CR</td>
<td>0.048</td>
<td>20.9(16.1)</td>
<td>10.3(7.84)</td>
<td>8.35(6.46)</td>
<td>12.4(9.40)</td>
<td>10.2(7.85)</td>
<td>13.3(10.2)</td>
<td>16.2(12.3)</td>
<td>16.1(12.4)</td>
</tr>
<tr>
<td>PS</td>
<td>0.054</td>
<td>1.67(1.67)</td>
<td>5.41(4.11)</td>
<td>5.41(4.11)</td>
<td>5.42(4.13)</td>
<td>5.40(4.09)</td>
<td>1.52(1.40)</td>
<td>1.53(1.37)</td>
<td>1.51(1.40)</td>
<td>1.54(1.41)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5)</td>
<td>CR</td>
<td>0.050</td>
<td>20.9(16.0)</td>
<td>10.4(7.94)</td>
<td>10.6(8.08)</td>
<td>10.4(7.89)</td>
<td>10.4(8.00)</td>
<td>14.9(11.3)</td>
<td>14.7(11.3)</td>
<td>14.7(11.3)</td>
</tr>
<tr>
<td>PS</td>
<td>0.055</td>
<td>1.68(1.68)</td>
<td>5.21(3.98)</td>
<td>5.16(3.93)</td>
<td>5.24(3.99)</td>
<td>5.22(3.97)</td>
<td>1.52(1.38)</td>
<td>1.52(1.37)</td>
<td>1.53(1.37)</td>
<td>1.52(1.39)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6)</td>
<td>CR</td>
<td>0.051</td>
<td>20.9(16.1)</td>
<td>10.3(7.83)</td>
<td>8.42(6.39)</td>
<td>12.5(9.53)</td>
<td>10.3(7.81)</td>
<td>13.3(10.1)</td>
<td>16.3(12.3)</td>
<td>16.2(12.4)</td>
</tr>
</tbody>
</table>
Table 4.20: Performance for Pocock and Simon’s design and complete randomization under $H_0$ when both covariates are continuous and t-test are used. Adjusted statistics for Pocock and Simon’s design and unadjusted statistics for complete randomization are used for data analysis.

<table>
<thead>
<tr>
<th>$(\mu_1, \mu_2, \beta_1, \beta_2, p_1, p_2)$</th>
<th>Design</th>
<th>$\alpha$</th>
<th>$DIF_n$</th>
<th>$DIF_{11}$</th>
<th>$DIF_{10}$</th>
<th>$DIF_{01}$</th>
<th>$DIF_{00}$</th>
<th>$DIF_1$</th>
<th>$DIF_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>PS</td>
<td>0.055</td>
<td>1.70(1.67)</td>
<td>5.45(4.18)</td>
<td>5.45(4.17)</td>
<td>5.45(4.16)</td>
<td>5.45(4.16)</td>
<td>1.54(1.39)</td>
<td>1.54(1.39)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.5, 0.5)</td>
<td>CR</td>
<td>0.051</td>
<td>20.8(16.0)</td>
<td>10.5(8.01)</td>
<td>10.4(7.98)</td>
<td>10.4(8.02)</td>
<td>14.8(11.4)</td>
<td>14.7(11.3)</td>
<td>14.8(11.4)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6)</td>
<td>PS</td>
<td>0.060</td>
<td>1.69(1.67)</td>
<td>5.20(4.02)</td>
<td>5.16(3.99)</td>
<td>5.23(4.01)</td>
<td>5.19(4.01)</td>
<td>1.54(1.38)</td>
<td>1.57(1.41)</td>
</tr>
<tr>
<td>(0.5, 0.5, 1, 1, 0.4, 0.6)</td>
<td>CR</td>
<td>0.047</td>
<td>20.9(16.2)</td>
<td>10.3(7.87)</td>
<td>8.40(6.39)</td>
<td>12.5(9.67)</td>
<td>10.3(7.77)</td>
<td>13.3(10.2)</td>
<td>16.2(12.4)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5)</td>
<td>PS</td>
<td>0.054</td>
<td>1.68(1.66)</td>
<td>5.43(4.20)</td>
<td>5.42(4.15)</td>
<td>5.41(4.18)</td>
<td>5.39(4.16)</td>
<td>1.53(1.39)</td>
<td>1.52(1.39)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.5, 0.5)</td>
<td>CR</td>
<td>0.052</td>
<td>20.9(16.0)</td>
<td>10.3(7.91)</td>
<td>10.4(7.99)</td>
<td>10.5(8.04)</td>
<td>10.5(7.90)</td>
<td>14.8(11.4)</td>
<td>14.8(11.2)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6)</td>
<td>PS</td>
<td>0.056</td>
<td>1.70(1.68)</td>
<td>5.20(3.96)</td>
<td>5.14(3.92)</td>
<td>5.21(3.98)</td>
<td>5.17(3.95)</td>
<td>1.53(1.42)</td>
<td>1.51(1.38)</td>
</tr>
<tr>
<td>(2, 2, 1, 1, 0.4, 0.6)</td>
<td>CR</td>
<td>0.048</td>
<td>21.2(16.1)</td>
<td>10.0(7.77)</td>
<td>8.41(6.36)</td>
<td>12.6(9.55)</td>
<td>10.3(7.88)</td>
<td>13.2(10.0)</td>
<td>16.4(12.6)</td>
</tr>
</tbody>
</table>
Chapter 5

Conclusions

In this dissertation, I investigated sequential monitoring of clinical trials with sample size re-estimation (SSR) under two different adaptive randomization designs, i.e., response-adaptive randomization (RAR) and covariate-adaptive randomization (CAR).

Response-adaptive randomization has been shown to have ethical and efficient advantages such as assigning more patients to the better treatment and maximizing the power of detecting the treatment differences. Its theoretical and numerical properties have been well studied. However, in order to apply RAR in real clinical trials, more research is needed. In modern clinical trials, sequential monitoring and sample size re-estimation are very popular and desirable. Clinical trial practitioners would like to combine sequential monitoring, SSR and response-adaptive randomization in one trial when considering whether to implement RAR in the trials. RAR assigns the next patient based on previous treatment assignments and responses. Therefore, the commonly used methods based on independently and identically distributed responses is not applicable any more. Moreover, sequential monitoring involve interdependent sequential test statistics. The critical step to control the type I error rate is to derive the joint distribution of the sequential test statistics. Sample size re-estimation is adaptive. Therefore, I have worked on the combination of three types of adaptive design in one trial. In this dis-
sertation, I derived the joint distribution of the proposed sequential test statistics when SSR is implemented. I also performed comprehensive numerical and simulation studies to show that my proposed method can control the type I error rate well, and enhance ethical and efficient aspects of clinical trials.

In real clinical trials, covariate-adaptive randomization designs including the stratified permuted block randomization and Pocock and Simon’s design (1975) are popular randomization design in Phase III confirmatory clinical trials. As mentioned above, sequential monitoring and SSR are also very popular in practice. As a result, sequential monitoring of covariate-adaptive randomized clinical trials with SSR are very commonly used. However, theoretical investigations on this procedure is lacking in the literature. In particular, researchers realized that the type I error rate will be conservative if we do not include all the covariates used in the CAR design in the data analysis. In summary, I studied sequential monitoring of covariate-adaptive randomized clinical trials with SSR for three scenarios: 1. all the randomization covariates are used in the data analysis; 2. part of the randomization covariates are used in the data analysis; 3. none of the randomization covariates are used in the data analysis (t-test). I also theoretically showed that my method can control the type I error rate. The numerical and simulation studies supported my theoretical findings.

There are many directions for future research. I have mentioned a few in previous chapters. Here I emphasize one direction from the point of view of the adaptive randomization designs. Clinical trials often involve various covariates since the heterogeneity of patients’ responses to a treatment is well-accepted as the development of Bioinformatics. At the same time, the ethical and efficient considerations are expected to be dealt with in clinical trials. Zhang et al. (2007) proposed covariate-adjusted response-adaptive randomization in order to preserve the advantages of RAR while taking into account the heterogeneity of patients’ responses to a treatment. However, this design requires
quite difficult theoretical foundations. As a result, lots of fundamental properties are unclear for this design. For example, when covariates are continuous, how can we define the so-called allocation proportion. Even without SSR, how can we sequentially monitor the CARA design while controlling the type I error rate. Traditional spending function methods are based on standard Brownian motion with a fundamental assumption that the increment of the monitoring statistic is independent. Brownian motion have been used in many fields such as in dynamic systems and economics (Hu et al., 2003; Jumarie, 2006). Brownian motion provided a lot of useful theoretical results in monitoring clinical trials (Lan and Wittes, 1988; Davis and Hardy, 1990, 1994). Although these methods were derived under several assumptions, it is a common feature that the test statistic forms a Brownian motion over the information time (Lachin, 2005). However in practice, the assumptions may not be satisfied, since patients are followed for a long time period and the test statistic is formed with aggregations from a group of patients. Fractional Brownian motion is a model to deal with the long-memory stochastic processes due to aggregation. Lai (2010) studies the boundaries under factional Brownian motion for five α spending functions. A more comprehensive method to decide whether stopping or continuing the trials was provided based on the new results. It is also worth studying this scenario. I leave all these for future research.
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APPENDIX

Proof of Theorem 2.1, 3.1, 4.1 and 4.2:  Note that before involving sample size re-estimation, the sequential statistics $Z_t$ defined in different chapters in this dissertation are the same as those in Zhu and Hu (2012) (urn models) and Zhu and Hu (2018) (CAR).

Under the regularity conditions of the corresponding chapters, Theorem 2 of Zhu and Hu (2012) proved that under $H_0$, $B_t = \sqrt{t}Z_t$ in Chapter 2 of this dissertation converges to a standard Brownian motion in distribution. That is, $\{Z_{t_1}, ..., Z_{t_K}\}$ is multivariate normal; $EZ_{t_i} = 0$; and $\text{Cov}(Z_{t_i}, Z_{t_j}) = \sqrt{\frac{nt_i}{nt_j}}$, $0 \leq t_i \leq t_j \leq 1$. Theorem 2.1 of Zhu and Hu (2018) proved that under $H_0$, $B_t = \sqrt{t}Z_t$ in Chapter 3, $B_t = \sqrt{t}Z_{t_\text{adj}}^{\text{t}}$ and $B_t = \sqrt{t}Z_{t_\text{adj}}^{\text{t}'}$ in Chapter 4 of this dissertation converge to a standard Brownian motion in distribution. That is, $\{Z_{t_1}^{\text{adj}}, ..., Z_{t_K}^{\text{adj}}\}$ is multivariate normal; $EZ_{t_i}^{\text{adj}} = 0$; and $\text{Cov}(Z_{t_i}^{\text{adj}}, Z_{t_j}^{\text{adj}}) = \sqrt{\frac{t_i}{t_j}}$, $0 \leq t_i \leq t_j \leq 1$. To save space, I use the notation $Z_t$ to represent $Z_{t_1}$, $Z_{t_\text{adj}}^{t}$ and $Z_{t_\text{adj}}'^{t}$ hereafter to offer a unified proof for Theorem 2.1, 3.1, 4.1 and 4.2.

Note that in this dissertation, my test statistics $U_t$ are defined as follows,

$$U_t = Z_t, \text{ if } t \leq t_L;$$

and

$$U_t = w_t^{1/2}Z_{tL} + (1 - w_t)^{1/2} \frac{B_b(t-t_L)+t_L-B_{t_L}}{\{b(t-t_L)\}^{1/2}}, \text{ if } t_L \leq t \leq 1,$$

where $w_t = t_L/t$ and $b = (w - t_L)/(1 - t_L)$. Therefore, based on the conclusion of Zhu and Hu (2012) and Zhu and Hu (2018), we only need to prove that the joint distribution of $(U_{t_1}, ..., U_{t_K})$ is the same as that of $(Z_{t_1}, ..., Z_{t_K})$ under $H_0$. Firstly, $U_t$ is the linear combination of $Z_t$, so $(U_{t_1}, ..., U_{t_K})$ also follows multivariate normal distribution. Next, I will prove that $(U_{t_1}, ..., U_{t_K})$ have the same mean, variance and covariance as $(Z_{t_1}, ..., Z_{t_K})$.  
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It is clear, for \( t \leq t_L \), we have \( U_t = Z_t \) by definition.

For \( t_L \leq t \leq 1 \), we have

\[
E(U_t | Z_{tL}) = E\left( w_t^{1/2} Z_{tL} \right)
= E\left( w_t^{1/2} / \sqrt{t_L} \left( 1 - w_t \right)^{1/2} \frac{B_b(t-t_L) + t_L - B_L}{\{b(t-t_L)\}^{1/2}} \right)
\]

\[
= E\left( w_t^{1/2} / \sqrt{t_L} \frac{B_t}{B_t} \right)
= w_t^{1/2} / \sqrt{t_L}
= w_t^{1/2} Z_{tL}.
\]

\[
E(U_t) = E(E(U_t | Z_{tL})) = E(w_t^{1/2} Z_{tL}) = 0.
\]

\[
Var(U_t | Z_{tL}) = Var\left( w_t^{1/2} / \sqrt{t_L} \left( 1 - w_t \right)^{1/2} \frac{B_b(t-t_L) + t_L - B_L}{\{b(t-t_L)\}^{1/2}} \right)
\]

\[
= Var\left( \frac{1 - w_t}{b(t-t_L)} \left( b(t-t_L) + t_L - t_L \right) \right)
= 1 - w_t.
\]

\[
Var(U_t) = E(Var(U_t | Z_{tL})) + Var(E(U_t | Z_{tL}))
= E(1 - w_t) + Var(w_t^{1/2} Z_{tL})
= 1 - w_t + w_t
= 1.
\]
When $t_L < t_1 < t_2 < 1$,

$$\text{Cov}(U_{t_1}, U_{t_2} | Z_{t_L}) = \text{Cov}\left(\frac{(1 - w_{t_1})^{1/2} B_{b(t_1-t_L)+t_L} - B_{t_L}}{\{b(t_1 - t_L)\}^{1/2}}, \frac{(1 - w_{t_2})^{1/2} B_{b(t_2-t_L)+t_L} - B_{t_L}}{\{b(t_2 - t_L)\}^{1/2}} \left| B_{t_L}\right)\right.$$

$$= \frac{(1 - w_{t_1})^{1/2}(1 - w_{t_2})^{1/2}}{\{b(t_1 - t_L)\}^{1/2}\{b(t_2 - t_L)\}^{1/2}} \text{Cov}\left(B_{b(t_1-t_L)+t_L} - B_{t_L}, B_{b(t_2-t_L)+t_L} - B_{t_L} \left| B_{t_L}\right)\right.$$

$$= \frac{1}{b\sqrt{t_1 t_2}} \text{Cov}(B_{b(t_1-t_L)+t_L} - B_{t_L})$$

$$+ \frac{1}{b\sqrt{t_1 t_2}} \text{Cov}(B_{b(t_2-t_L)+t_L} - B_{t_L})$$

$$+ \frac{1}{b\sqrt{t_1 t_2}} \text{Var}(B_{b(t_1-t_L)+t_L} - B_{t_L})$$

$$+ \frac{1}{b\sqrt{t_1 t_2}} \text{Var}(B_{b(t_2-t_L)+t_L} - B_{t_L})$$

$$= \frac{1}{b\sqrt{t_1 t_2}} (b(t_1 - t_L) + t_L - t_L)$$

$$= \frac{t_1 - t_L}{\sqrt{t_1 t_2}}.$$

$$\text{Cov}(U_{t_1}, U_{t_2}) = E(\text{Cov}(U_{t_1}, U_{t_2} | Z_{t_L}) + \text{Cov}(E(U_{t_1} | Z_{t_L}), E(U_{t_2} | Z_{t_L}))$$

$$= E\left(\frac{t_1 - t_L}{\sqrt{t_1 t_2}}\right) + \text{Cov}(w_{t_1}^{1/2} Z_{t_L}, w_{t_2}^{1/2} Z_{t_L})$$

$$= \frac{t_1 - t_L}{\sqrt{t_1 t_2}} + w_{t_1}^{1/2} w_{t_2}^{1/2} \text{Var}(Z_{t_L})$$

$$= \frac{t_1 - t_L}{\sqrt{t_1 t_2}} + (t_L/t_1)^{1/2} (t_L/t_2)^{1/2}$$

$$= (t_1/t_2)^{1/2}.$$

Therefore, we have the joint distribution of $(U_{t_1}, \ldots, U_{t_K})$ is the same as that of $(Z_{t_1}, \ldots, Z_{t_K})$ under $H_0.$
R code for Example 1 of Chapter 2

```r
simulation=function ( pa , pb , n1 , n2 , n3 , m, c1 , c2 , c3 , ssrf1 )
{
  #pa pb are success rates for treatment A and B, respectively
  #n1,n2,n3 are the originally planned sample size for the three stages
  #m is the number of replications
  #c1,c2,c3 are the critical values
  #ssrf1 is the indicator for whether to implement SSR.
  #total sample size originally planned
  ntotal=n1+n2+n3
  #max number for 3rd stage after SSR
  nmax = 500
  #desired conditional power value
  pcut = 0.9
  #t1 and t2 are the information times for the first two looks
  t1 = 0.2
  t2 = 0.5
  #total number of failures
  failure=NULL
  #failure rates
  failureratio=NULL
  #number of rejection of H_0 out of m replications
  number=0
  #number of cases when SSR was implemented
  numofssr=0
  #rho1 and rho2 are actual allocation proportions for the two treatments, respectively
  rho1<-
  rho2<-
  #urn1 and urn2 are the urn compositions (number of balls of type 1 and 2)
  urn1<-
  urn2<-
  #number of rejection at first/second/third look
  reject1=0
  reject2=0
  reject3=0
  #final sample size
  SS=NULL
  #if SSR will be done, the increase of sample size
  SSplus=NULL
  for ( i in 1:m ){
    #number of type 1 ball in the urn, initial numbers are 5 for both treatments
    ball1=5
    ball2=5
    #responses of patients in treatment 1/2
    xx1<-
    xx2<-
    #number of patients in treatment 1/2
    N1=0
    N2=0
    for ( j in 1:n1 ){
      Rho1=ball1/(ball1+ball2)
    }
  }
}
```
#Rho1 is the probability that drawing type 1

```r
x <- runif(1, 0, 1)
if (x > 0 & x < Rho1) {
  N1 <- N1 + 1
  new <- rbinom(1, 1, p1)
  xx1 <- c(xx1, new)
}
if (x = Rho1 & x < 1) {
  N2 <- N2 + 1
  new <- rbinom(1, 1, p2)
  xx2 <- c(xx2, new)
}
p1hat = (sum(xx1) + 1)/(N1 + 1)
p2hat = (sum(xx2) + 1)/(N2 + 1)
ball1 = ball1 + sqrt(p1hat)
ball2 = ball2 + sqrt(p2hat)
```

```r
p1hat = (sum(xx1) + 1)/(N1 + 1)
p2hat = (sum(xx2) + 1)/(N2 + 1)
stat = abs((p1hat - p2hat)/sqrt(p1hat*(1 - p1hat)/N1 + p2hat*(1 - p2hat)/N2)) # statistic
```

```r
if (stat > 1) {
  number = number + 1
  reject1 = reject1 + 1
} else {
  for (j in 1:n2) {
    Rho1 = ball1/(ball1 + ball2)
    # probability that drawing type 1
    x <- runif(1, 0, 1)
    if (x > 0 & x < Rho1) {
      N1 <- N1 + 1
      new <- rbinom(1, 1, p1)
      xx1 <- c(xx1, new)
    }
    if (x = Rho1 & x < 1) {
      N2 <- N2 + 1
      new <- rbinom(1, 1, p2)
      xx2 <- c(xx2, new)
    }
p1hat = (sum(xx1) + 1)/(N1 + 1)
p2hat = (sum(xx2) + 1)/(N2 + 1)
ball1 = ball1 + sqrt(p1hat)
ball2 = ball2 + sqrt(p2hat)
}
p1hat = (sum(xx1) + 1)/(N1 + 1)
p2hat = (sum(xx2) + 1)/(N2 + 1)
stat2 = abs((p1hat - p2hat)/sqrt(p1hat*(1 - p1hat)/N1 + p2hat*(1 - p2hat)/N2))
```

```r
if (stat2 > 2) {
  number = number + 1
  reject2 = reject2 + 1
} else {
  # indicator of whether SSR will be implemented
```
cpfl = FALSE

# treatment effect Delta in this dissertation
mu_1 = (mean(xx2) - mean(xx1)) / sqrt(mean(xx1)* Mean(1-mean(xx1)) / (N1/(N1+N2)) + mean(xx2)* (1-mean(xx2)) / (N2/(N1+N2)))

# conditional power
cp_1 = pnorm(c3 - stat2 + sqrt(t2) - mu_1 + sqrt(ntotal)*(1-t2))/sqrt(1-t2) 
if(0.01 < cp_1 & cp_1 < pcut) cpfl = TRUE

fx = function(ntotal, pcut0 = pcut){
  l1 - pnorm((c3 - stat2 + sqrt(t2) - mu_1 + sqrt(ntotal)*(1-t2))/sqrt(1-t2) - pcut0)
}

if(ssrfl & cpfl){
  # sample size needed for the 3rd stage
  ncp = floor(unroot(fx, c(n3_0, 1000000))$root) - n1 - n2
  # final sample size after SSR following the rule of the dissertation
  n3 = min(nmax, max(n3_0, ncp))
  SSplus = c(SSplus, n3-n3_0)
} else {
  n3=n3_0
}

for (j in 1:n3){
  # probability that drawing type 1
  Rho1 = ball1/(ball1+ball2)
  x< runif(1.0,1)
  if (x>0 & x<Rho1) {
    N1< N1+1
    new=rbinom(1,1, p)
    xx1< c(xx1, new)
  }
  if (x>Rho1 & x<1) {
    N2< N2+1
    new=rbinom(1,1, p)
    xx2< c(xx2, new)
  }
  p1hat = (sum(xx1)+1)/(N1+1)
  p2hat = (sum(xx2)+1)/(N2+1)
  ball1 = ball1 + sqrt(p1hat)
  ball2 = ball2 + sqrt(p2hat)
}

b = n3/n3_0
stat3 = (mean(xx2) - mean(xx1)) / sqrt(mean(xx1)* Mean(1-mean(xx1)) / (N1+mean(xx2) + (1-mean(xx2)) / N2))

# third test statistic U_t
stat3 = (mean(xx2) - mean(xx1)) / sqrt(mean(xx1)* Mean(1-mean(xx1)) / (N1+mean(xx2) + (1-mean(xx2)) / N2) + sqrt((n1+n2) / (n1+n2+n3_0)) +
  sqrt((n1+n2+n3_0) / (n1+n2+n3_0)) +
  (mean(xx2) - mean(xx1)) / sqrt(mean(xx1) + (1-mean(xx1)) / (N1+mean(xx2) + (1-mean(xx2)) / N2) +
  sqrt(1-(n1+n2) / (n1+n2+n3_0)) +
  sqrt(1-(n1+n2) / (n1+n2+n3_0)) +
  sqrt(b*(n3_0) / (n1+n2+n3_0)) -
  stat2 * sqrt((n1+n2) / (n1+n2+n3_0) +
  sqrt((n1+n2+n3_0) / (n1+n2+n3_0)) +
  stat2 * sqrt((n1+n2) / (n1+n2+n3_0) +
  sqrt(1-(n1+n2) / (n1+n2+n3_0)) +
  sqrt(1-(n1+n2) / (n1+n2+n3_0)) +
  sqrt(b*(n3_0) / (n1+n2+n3_0)))

if(ssrfl & cpfl){
  stat = stat3
} else {

120
```r
stat = stat30

if (stat > c3) {
  number = number + 1
  reject3 = reject3 + 1
}
}
}

rho1 = c(rho1, N1/(N1+N2))
rho2 = c(rho2, N2/(N1+N2))
urn1 = c(urn1, ball1/(ball1+ball2))
urn2 = c(urn2, ball2/(ball1+ball2))
SS = c(SS, N1+N2)

failure = c(failure, length(xx1)+length(xx2)-sum(xx1)-sum(xx2))
failureratio = c(failureratio, (length(xx1)+length(xx2)-sum(xx1)-sum(xx2))/(length(xx1)+length(xx2)))

result = c(number/m, mean(rho1), sd(rho1), mean(urn1), sd(urn1),
mean(SS), sd(SS), mean(failure), sd(failure), mean(failureratio), sd(failureratio))

rm(list = ls(all = TRUE))
```