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Abstract

Superparamagnetic relaxometry (SPMR) is an emerging technology that leverages the unique properties of biologically targeted superparamagnetic iron oxide nanoparticles to detect cancer. The use of ultra-sensitive sensors enables SPMR to detect tumors ten times smaller than current imaging methods. Reconstructing the distribution of cancer-bound nanoparticles from SPMR measurements is challenging because the inverse problem is ill posed. Current methods of source reconstruction rely on prior knowledge of the number of clusters of bound nanoparticles and their approximate locations, which is not known in clinical applications. In this work, we present a novel reconstruction algorithm based on compressed sensing methods that relies on only clinically feasible information. This approach is based on the hypothesis that the true distribution of cancer-bound nanoparticles consists of only a few highly-focal clusters around tumors and metastases, and is therefore the sparsest of all possible distributions with a similar SPMR signal. We tested this hypothesis through three specific aims. First, we calibrated the sensor locations used in the forward model to measured data, and found a 5% agreement between the forward model and the data. Next, we determined the optimal choice of the data fidelity parameter and investigated the effect of experimental factors on the reconstruction. Finally, we compared the compressed sensing-based algorithm with the current reconstruction method on SPMR measurements of phantoms. We found that when a multiple sources were reconstructed simultaneously, the compressed sensing approach was more frequently able to detect the second source. In a blinded user analysis, our compressed sensing-based reconstruction algorithm was able to correctly classify 80% of the test cases, whereas the current reconstruction method had an accuracy of 43%. Therefore, our algorithm has the potential to detect early stage tumors with higher accuracy, advancing the translation of SPMR as a clinical tool for early detection of cancer.
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Chapter 1

Introduction

Superparamagnetic relaxometry (SPMR) is an emerging technology that utilizes the unique properties of biologically targeted superparamagnetic iron oxide nanoparticles (SPIOs) to detect cancer. The use of ultra-sensitive superconducting quantum interference devices (SQUIDs) with relaxation-based discrimination enables SPMR to specifically detect nanoparticles that have bound to as few as 15,000 cancer cells [1, 2]. This could mean detection of tumors 10 times smaller than current imaging methods (Figure 1.1) [3]. The localization of cell-bound nanoparticles models clusters as magnetic dipoles and requires solving the electromagnetic inverse problem, which has many possible solutions [4]. This problem is well-known to the field of magnetoencephalography (MEG), as there is still a gap in knowledge regarding how to determine the true distribution of dipole sources from the multitude of possible distributions that create nearly identical magnetic field patterns. Prior studies have circumvented this problem by restricting the distribution to a single 2-dimensional plane, limiting the number of pre-determined dipoles, or by the use of multiple excitation coils [1, 5–7]. However, in clinical applications for which a 3-dimensional distribution of an unknown number of bound nanoparticle clusters at extended depths is required, these simplifications are infeasible. Consequently, the clinical translation of this technology depends on the development of a new method of reconstructing the distribution of cancer-bound nanoparticles that is suitable for use in clinical applications.
Figure 1.1: The number of cancer cells as a function of the years since the inception of the first cancer cell (black line), assuming monoexponential growth with a doubling time of 120 days. Also shown are the clinical limits of current methods of cancer detection based on tumor diameter, assuming a spherical tumor consisting of 20% tumor cells by volume with a tumor cell density of 1 million cells per microliter. The circles indicate the scale of the tumor size relative to the blue circle. No circle is shown for the lethal tumor burden because it would be larger than the graph. The circle for SPMR is shown, but is approximately the same as the line thickness.

Our long-term goal is to translate SPMR into the clinic as a tool for the early detection, diagnosis, and staging of disease. The objective of this project is to develop an algorithm that can reconstruct the distribution of cancer-bound nanoparticles in three dimensions quickly, reliably, and with only minimal prior information that is realistically available in these applications. Our central hypothesis is that the true distribution of cancer-bound nanoparticles consists of a only few highly-focal clusters around tumors and metastases, and therefore represents the most sparse distribution of all of the possible distributions. Based on this hypothesis, we have developed a reconstruction algorithm using compressed sensing methods to identify the maximally sparse distribution of magnetic
dipoles given SPMR measurements of the residual magnetic field. We expect this new algorithm will enable SPMR to provide more complete information about the location and number of cancer-bound particles than is currently possible.

1.1 Hypothesis

The hypothesis of this work is that a sparse reconstruction algorithm - based on the physics of SPMR optimized for the geometry of the device - will reconstruct distributions of up to two clusters of bound particles more reliably than the current reconstruction method without requiring prior information regarding the number or location of the clusters.

1.2 Specific aims

We plan to test this hypothesis with the following specific aims:

- **Specific Aim 1: Develop an experimentally informed forward model.** We hypothesize that physics models, in conjunction with environmental parameters such as the geometry and noise characteristics of the detector array, can predict the magnetic field from a given point source within 2% of the measured data. First, we will derive an analytical expression to describe the signal returned by the SQUIDs from a magnetic dipole distribution given the arrangement of the array of second-order gradiometer pickup coils. We will then tune the location of the pickup coils within the model to best fit measured data. The completion of this aim will provide a calibrated signal model that can then be used to reconstruct an unknown distribution of magnetic dipole sources from measurements of the magnetic field.
• **Specific Aim 2:** Evaluate the accuracy of the reconstruction algorithm through simulations and measured phantom data. A sparse reconstruction algorithm will be implemented to recover the bound particle distribution from measurements of the SPMR signal. We will then perform a series of *in silico* trials and simulations to evaluate how the reconstruction algorithm is affected by noise in the measured signal and the choice of data fidelity parameter, the number of samples and stage positions, and the extent and discretization of the field of view. This thorough characterization of the algorithm with respect to potential variables will inform future design of experimental protocols to maximize the chances of a quality reconstruction. We will also characterize the accuracy of the algorithm as a function of source strength, location, and number of sources in a study using bound nanoparticle phantoms.

• **Specific Aim 3:** Compare the developed algorithm to the current state-of-the-art with respect to the ability to identify clinically-inspired distributions of two bound particle clusters. Finally, we will compare the ability of our algorithm to the current state of the art in a blinded classification study designed to simulate the distribution of bound particles in pre-clinical small animal models with and without tumors. Based on our experience, we expect that our algorithm will correctly determine the true number of clusters in an unknown sample than the current state-of-the-art-algorithm, especially for distributions of two sources.

### 1.3 Dissertation organization

In Chapter 2, I will present the clinical motivation and potential applications of SPMR technology. I will then review the history and development of SPMR and describe the SPMR process. In Chapter 3 a theoretical basis of the physics and mathematics underlying the SPMR measurement and reconstruction process will be presented, followed by a
thorough description of the reconstruction algorithm. Chapter 4 presents our derivation of the forward model and presents the procedure to calibrate the model to the geometry of the sensors based on measured data. An analysis of the noise in the data and an assessment of the model-data agreement is also provided. Chapter 5 includes the *in silico* tests that characterize the numerical stability of the model as a function of signal to noise ratio, method of parameter selection, and choice of field of view and pixel size. In Chapter 6, the accuracy of the reconstructed location and strength on a set of phantom data containing up to two sources of bound particles is determined, and a blinded classification study comparing the ability of three algorithms to classify an unknown source distribution as containing zero, one, or two sources. Finally, I present the overall conclusions of the study and directions for future work.
Chapter 2

Background

2.1 Motivation

It is well known that early detection of cancer improves patient outcomes [8]. The introduction of mammography led to an estimated 15% decrease in breast cancer mortality, and endoscopic screening decreased colorectal mortality by 14% between 1975 and 2000 [9, 10]. Clinical trials suggest that screening with low dose CT may reduce lung cancer mortality rates by as much as 20% [11]. However, there are still many cancers for which there is no recommended screening method.

One potential application of SPMR is to fill the need for a highly specific and sensitive test for the early detection of ovarian cancer. In 2012, there were an estimated 239,000 new cases of ovarian cancer worldwide and an estimated 152,000 deaths from the disease [12]. In terms of deaths per new case, ovarian cancer is three times deadlier than breast cancer worldwide. Known to some as the "silent killer", ovarian cancer’s danger is due to the fact that it is often found in an advanced stage after the cancer has already metastasized [13]. When diagnosed at this point, the 5-year survival rate is less than 30%, whereas when diagnosed while still locally confined the survival rates is higher than 90% [14]. The drastic difference in outcomes between early and late stage at diagnosis indicates that early detection could have a significant impact on overall mortality rate.
However, screening average-risk, asymptomatic women is currently not recommended [15]. This is largely due to evidence from two large clinical trials that current screening methods do not decrease overall mortality, or deaths from the disease. The first of these trials was the Prostate, Lung, Colorectal and Ovarian (PLCO) Cancer Screening Trial which enrolled over 78,000 women in the United States from 1993 to 2001 [16]. The study randomly assigned half of the women to undergo annual screening consisting of transvagal ultrasound (TVU) and assessment of levels of the CA125 biomarker based on a cutoff value of 34 U/ml for four to six years. The other half of the women were assigned to the control arm which received usual care from their primary care provider. For women in the screening arm, results of screening tests were managed by the participant’s primary care provider [17]. After 15 years of follow-up, there was no significant difference in the mortality rate between the women in the two groups [18]. Furthermore, screening did not detect more early-stage cancers than usual care. On the flip side, 3.2% of the participants in the screening group underwent unnecessary surgery, of which 15% had complications.

The second trial was the UK Collaborative Trial of Ovarian Cancer Screening (UKC-TOCS) recruited over 200,000 women in the UK between 2001 and 2005 [19]. In this trial, women were assigned to one of three study arms: annual screening with TVU only, annual multimodality screening, or a no screening control group, in a 1:1:2 ratio. Women in the multimodality screening group received annual CA125 assessment by the Risk of Ovarian Cancer Algorithm (ROCA) with TVU as a second-line test. The women in the TVU only group received annual TVU at their regional care center with TVU from a specialized care center as a second line test. Despite the improvements over the PLCO trial, the results of this study also failed to show a significant difference in overall mortality between any of the treatment groups [20]. However, this study did show a reduction in unnecessary surgeries in the multimodality arm (1%) versus the TVU only arm (3%) and the PLCO trial (3%), as well as an increase in the percentage of early stage tumors detected. This indicates that multiple levels of tests may improve the overall specificity and sensitivity of
a screening program. Without the benefit of reduced overall mortality, subjecting patients to screening can lead to unnecessary treatment and anxiety. Potential complications from surgery as well as the removal of reproductive organs without medical indication pose a risk to patients that must be considered [21–23]. Without a clear and demonstrated benefit to mortality, screening for ovarian cancer is not worth these risks or cost.

These recent advances in our understanding of the biology of ovarian cancer may explain the failure of prior screening programs to reduce overall mortality. Since the completion of these clinical trials, there has been mounting evidence that most ovarian cancers can be classified as one of two types. Type I cancers, which makeup about 20% of ovarian carcinomas, are classified as low-grade disease, which is slow growing and has low metastatic potential. However, approximately 75% of ovarian carcinomas are classified as Type II, which represent fast growing, highly malignant, tumors that are quick to metastasize [?]. Since these trials, studies have shown that most of the early stage tumors found with screening by TVU or CA125 are of the Type I class [24,25]. Due to the low-metastatic potential of these tumors, early detection may not confer a large benefit to survival. In contrast Type II tumors, which are responsible for the majority of ovarian cancer deaths, were more likely to be missed by conventional screening methods [26]. Increasing evidence that high grade (Type II) carcinomas actually originate in the distal end of the fallopian tube may explain why they are missed by TVU, which in the screening protocols was used to visualize the ovary [27–29]. Mathematical models and modern genetic analysis of Type II tumors suggest that this subclass of tumors is extremely quick to metastasize, and may progress to late stage while the primary tumor is only 5-10 mm in diameter [30–34]. Based on the highest levels of cellular CA125 secretion reported in the literature and the widely accepted 34 U/ml cutoff for a positive result, models predict that a tumor must reach a minimum of 1.3 cm in diameter to be detectable by the CA125 test [35]. An analysis of serial TVU tests indicates that a tumor must reach a diameter of 2.7 cm to be detectable by TVU [36]. Taken together, it is possible that the cancers had metastasized prior to
being detectable by either method at which point surgery to remove the primary tumor is unlikely to result in a significant benefit to overall survival.

In light of these findings, perhaps detection of a small tumor volume, rather than early stage, is a more appropriate target. It is becoming clear that ovarian cancer does not follow the natural progression of other tumors which start from a precursor lesion, grow to a locally invasive tumor, and then spread to distant organs. Instead of looking for a single primary lesion, we may be better served by screening tools that are able to identify small, multi-focal lesions containing as few as 100 million cells. This level of sensitivity may be possible with an improved CA125 assay, but a lack of spatial information will limit the overall usefulness of any blood-based assay. Due to its high sensitivity, specificity, and spatial information, SPMR is an ideal candidate for this task. In light of the benefits of a multi-modal screening procedure demonstrated by the UKCTOCS trial, SPMR has been proposed as a potential third-line screening method to improve the sensitivity and specificity of the multimodality screening procedure used in the UKCTOCS trial [37]. As shown in Figure 2.1, patients
with elevated risk based on the ROCA analysis and an unsatisfactory TVU result would be referred for further analysis with SPMR. The SPMR results would then help elucidate whether the elevated ROCA result is due to normal CA125 fluctuations, or the presence of disease too small or outside the visual scope of TVU. Along with the overall tumor burden, SPMR will be able to determine whether the disease is concentrated to a single primary tumor, indicating the need for surgery, or has spread from the fallopian tube to the ovary and surrounding peritoneum, indicating the need for systemic chemotherapy or radiation.

### 2.2 The history of SPMR

Investigations into the unique relaxation properties of superparamagnetic materials began as far back as the 1940s. These early theoretical investigations found practical applications along side the development of superparamagnetic iron oxide nanoparticles (SPIONs). Through the 1990s, researchers developed models to link the theory of superparamagnetic relaxation to new experimental data [38–41]. The first practical application demonstrated the measurements of the magnetic relaxation process could be used to distinguish between antibody-labeled particles immobilized by interactions with antigens attached to a substrate and those unbound in solution [42]. This work led to the development of the Magnetic Relaxation Immunoassay (MARIA) [43,44]. Others applied magnetic relaxometry to the characterization of nanoparticles in suspension and quantification of nanoparticle uptake by cells [45,46].

The first device designed for measurements of large (potentially in vivo) samples was proposed in 1999, which employed a planar gradiometer pickup coil and an applied field along the $x$ axis [47]. This device demonstrated the ability to produce spatially resolved magnetic field patterns from dried nanoparticles [48], suggesting that the technology could transition from an assay to an imaging modality. The first in vivo demonstrations of magnetic relaxometry measurements followed shortly, showing the ability to spatially resolve
non-specific uptake of nanoparticles in the liver of a mouse [49]. All the work until this point relied on the change in the magnetic field for analysis. No attempts had yet been made to reconstruct the magnetic moment.

The SPMR experimental setup and process used in this work was originally introduced in 2005 by Flynn, et al [1]. It was the first to solve the inverse problem using a least-squares solver to determine the strength and location of a pre-determined number of dipoles, based on the theory developed by others [50]. It has since been used for diagnosing transplant rejection using T-cells, leukemia cells from a magnetic needle biopsy, and for breast cancer detection in cells and in small animals. [51–54]. Meanwhile, work continued on MARIA, expanding it to bead-based substrates and further refining the fit of the decay curve to characterize particle dynamics such as aggregation and size distribution [45,55].

The next phase of MRX research took on the inverse problem. Baumgarten et al proposed a two step approach that built on the work of Flynn, et al [5]. The first step used a Levenberg-Marquardt minimization of a single dipole to identify the depth of the plane that contained the distribution. The second step designed a system matrix based on the forward model calculated at set grid points across the field of view, and minimized the norm of the difference between the modeled and detected magnetic fields with Tikhonov regularization to determine the 2D distribution of particles. They studied simulations of 2D distributions of nanoparticles and phantom studies of 3D distributions and found that the strength of the source and the general location could be reconstructed, but the resolution of the physical shape and extent of the phantom was poor. Significant blurring occurred even in the noiseless simulations due to the nature of the minimum norm estimation. This approach was also tested on coil phantoms designed to simulate extended distributions of particles, rather than point sources, and ex-vivo tissue samples [56,57]. The same group used a truncated singular value decomposition (TSVD) approach to track a moving subject with time-resolved reconstruction [58]. However, these studies also showed poor spatial resolution. Shortly after, another group proposed to overcome the ill-posedness
of the inverse problem by modifying the excitation process using gradient fields to excite only one voxel at a time [59]. This allows a direct mapping of the reconstructed magnetic moment to each voxel. The results showed 4 mm resolution of a single dipole, but required an hour long scan.

Another approach proposed replacing the single pair of Helmholtz coils with multiple excitation coils arranged on all sides of the phantom [60]. The coils can be excited individually, or in combination at different strengths, to excite a select volume of the object of interest. Both simulation studies and measurements of nanoparticle phantoms showed that this approach could produce good reconstructions of extended distributions of nanoparticles [6,61,62]. Optimization of the excitation coil pattern and imposing a non negativity constraint further improved on these results [63,64]. However, the depth penetration of the field produced by a coil is proportional to its diameter. This might limit the feasibility of using small coils for human applications, where particles may be as much as 20 cm from the nearest excitation coil. Also, the voxel size used in these studies tends to be large, on the order of centimeters, with on the order of 1000 voxels per field of view. Clinical applications would require much finer mesh sizes, with more voxels per field of view. Even with multiple excitation coils, the current reconstruction methods for magnetic relaxometry could not compete with the resolution and depth penetration of up and coming modality of magnetic particle imaging (MPI) [65].

Recently, a new method for reconstruction of relaxometry measurements from a single excitation coil was proposed [7]. Along with a novel approach to pre-processing of the relaxation curve to determine the initial field values, this work built on the dipole fitting proposed by Flynn, et al. [1]. Instead of a single reconstruction with a pre-determined number of dipoles, they proposed calculating the reconstruction multiple times with a various number of pre-determined dipoles each time, and from there determining which model fit best. For each quantity of dipoles, the reconstruction was also run multiple times with different initial conditions to improve the chances that a global minimum was found.
This algorithm, along with that of Flynn, et al, is described in detail in Chapter 6.

2.3 Measurement process and work-flow

Figure 2.2: The MagSense\textsuperscript{TM} device, used for the superparamagnetic relaxometry (SPMR) measurements in this work. The device (a) consists of a pair of Helmholtz coils (1), which apply a homogeneous magnetic field across the region outlined in red. Part (b) shows a zoomed-in view of the region in the red box in (a). A sketch of the array of superconducting quantum interference devices (SQUIDs) that are located within the cryostatic dewar is denoted by (2). The sample is placed on a non-magnetic stage (3) which can be translated in three dimensions. A small camera (4) is included to allow for registration of the nanoparticle distribution with photographs of the subject.

The SPMR measurements in this work were conducted using the MagSense\textsuperscript{TM} device, shown in Figure 2.2 (Imagion Biosciences, LLC., San Diego, California, USA). It consists of a pair of Helmholtz coils (1), which apply a homogeneous magnetic field across a sample positioning system (SPS) (3) located between the coils. An array of seven second-order gradiometer coils, is located inside a cryogenic dewar above the SPS. The gradiometer
array, originally designed for use in magnetoencephalography (MEG), consists of a central gradiometer aligned parallel to the applied field surrounded by six gradiometers at a slight angle away from the central gradiometer (2). The gradiometer coils are wound in a series of three loops, each offset by 4 cm. The center loop consists of twice as many turns as the bottom and top loops, and is wound counter to the other loops, which gives the coil its second-order gradiometric features. Rather than measuring the absolute value of the flux at a point, the gradiometric design effectively measures the change in the flux as a function of distance along the gradiometer. This inherently cancels the effects of the environment by only measuring local changes near the bottom coil of the gradiometer, which leads to improved sensitivity in disturbed environments.

The gradiometric pickup coils convert the magnetic flux into electrical current, which is converted to voltage by the low-temperature SQUID (LTS) circuitry. The circuit is controlled by LabView (National Instruments, Austin, Texas) software on a computer located outside of the measurement room. The use of LTS sensors provides the sensitivity of $2 \times 10^{-14} \text{T Hz}^{-1/2}$ to $5 \times 10^{-14} \text{T Hz}^{-1/2}$ necessary to detect the very small magnetic fields produced by immobilized nanoparticles [1]. It also requires the sensor array to be contained in a cryogenic dewar to maintain an operating temperature of 4.2 K [?]. This limits the minimum distance between the sensor array and the sample to approximately 2 cm. Other sensors have been investigated for use in SPMR, such as atomic magnetometers [54,66] and fluxgate magnetometers [67,68]. The voltage is recorded by software developed by Imagion Biosystems using LabWindows\textsuperscript{TM}/CVI by National Instruments.

The essence of the SPMR measurement process is shown in Figure 2.3. Each measurement starts with a magnetic field applied across the sample (1) along the $z$ axis of the system. This pulse aligns the magnetic domains of both those nanoparticles that are free to rotate (shown in blue in Figure 2.3) and those that have been immobilized, for instance by the interaction of antibodies with a targeted substrate (shown in red in Figure 2.3). After a certain amount of time, typically 1-2 seconds, the field is turned off. Within milliseconds,
Figure 2.3: A illustrative example of the superparamagnetic relaxometry (SPMR) process. First, a magnetic field is applied for a length of time \( t_{\text{mag}} \), during which both the immobilized nanoparticles (red circles, top) and those that are free to rotate (blue circles, top) align their magnetic moments (arrows) with the applied field, resulting in a net magnetization effect in the direction of the applied field (bottom). During the few milliseconds \( t_{\text{dead}} \) between when the field has been removed but the superconducting quantum interference devices (SQUIDs)s have not yet been turned on, the unbound particles relax back to a zero-field configuration via Brownian motion (blue curve). The magnetization of the bound particles (red curve) decays only slightly during this time period, because they must reach zero-field configuration through the much slower Néel relaxation process. The SQUIDs are then turned on for a length of time \( t_{\text{receive}} \) to record the decay of the residual magnetization of the immobilized particles (orange curve). The entire sequence lasts approximately 3 seconds.

the unbound particles have returned to a zero-field configuration (2) through physical rotation via Brownian processes [69]. Those that are unable to physically rotate return to a zero field configuration by switching the polarity of their magnetic domain through a deterministic process known as Néel relaxation [70]. After a short delay to allow for the decay of induced magnetization in the device housing and unbound particles, the SQUIDs are turned on. The SQUIDs then measure the decay of the remaining field due to only immobilized particles for a period of just over 2 seconds. The entire pulse sequence takes
a total of 3 seconds. Generally, multiple pulses are recorded and averaged to improve the signal to noise ratio.

The SPS is used to move the sample to multiple positions under the sensor array. SPMR measurements are taken at each position of the stage to effectively increase the number of sensor locations. This allows the system to resolve multiple dipole sources. In general, $4n$ sensor locations are required to resolve $n$ dipoles with the current reconstruction algorithm. The effect of the number of stage positions on the reconstruction is investigated further in Chapter 5.

Figure 2.4: The work flow for pre-clinical SPMR measurements. First, the biologically targeted nanoparticles are injected into the tail vein or tumor bed of a mouse. Then, the particles bind to the cancer cells via interactions with the surface antigens or are taken up and aggregate inside the cell. Then SPMR measurements are recorded, and the raw data is uploaded to the server. The raw curves are then filtered and averaged, and the decay curves are fit to determine the magnitude of the residual field at each sensor location. The 3D distribution of immobilized nanoparticles is then reconstructed from the 2D residual field map, and overlaid on an image of the subject.

An example work flow for a pre-clinical SPMR experiment is depicted in Figure 2.4. First, SPIONs labeled with cancer-specific antibodies are injected into the tail vein or directly in the tumor of a tumor-bearing mouse. There the nanoparticles are immobilized,
either through interactions with cell-surface antigens or after being taken up by the cell and aggregating in the vacuoles. The subject is then measured with SPMR, and the magnetization decay curves are recorded and stored on a server. The raw decay curves are then filtered, averaged, and fit to determine the magnitude of the residual field at each of the sensor locations. The 3D distribution of the dipole moment of the immobilized particles is then reconstructed from the 2D map of the residual magnetic field, and potentially registered to photographs of the subject taken at the time of the SPMR measurement. Although reported in units of magnetic moment (pJ/T), without further calibration the reconstruction is only a relative representation of the immobilized particles. The conversion from the reconstructed relative distribution to the absolute number of immobilized particles, and then to the number of cancer cells, requires further knowledge of the specific properties of the nanoparticles, cells, and SPMR system, which is discussed in the following chapter.
Chapter 3

Theory

The Biot Savart Law describes the magnetic field as a function of distance from a magnetic dipole source. This relationship is used in SPMR to relate the signal detected by the SQUID pickup coils to the location and magnitude of the bound nanoparticles. In order to determine the location of bound particles from the detected magnetic field, the magnetic inverse problem must be solved. This problem is ill-posed: there are more unknown parameters than known. To employ state-of-the-art methods to attempt to solve this problem, the non-linear Biot Savart relationship must be made into a linear form, $A\mathbf{x} = \mathbf{b}$. Under some assumptions, this can be done.

The notation in this work is as follows. A simple letter ($a, A$) indicates a scalar value. Vectors are denoted by bolded lower case letters, or with a vector symbol ($\mathbf{a}, \mathbf{A}$). Normal vectors are labeled with a hat ($\hat{a}$), so that $\mathbf{a} = a\hat{a}$. Matrices are indicated by bold capital letters ($\mathbf{A}$). Notation is summarized in Table 3.1.

<table>
<thead>
<tr>
<th>Element</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scalar</td>
<td>$a$</td>
</tr>
<tr>
<td>Vector</td>
<td>$\mathbf{a}$, $\mathbf{\hat{a}}$</td>
</tr>
<tr>
<td>Matrix</td>
<td>$\mathbf{A}$</td>
</tr>
</tbody>
</table>
3.1 Physics of magnetic nanoparticle relaxation

Superparamagnetic iron oxide nanoparticles (SPIONs) are small, spherical particles (less than 40 nm) that behave as magnetically single-domain particles and thus exhibit superparamagnetic properties [71]. A superparamagnetic nanoparticle has a magnetic moment $\mu_p = M_s V_p$ where $M_s$ [Am$^{-1}$] is the saturation magnetization of the nanoparticle (typically larger than the saturation magnetization of the bulk material), and $V_p$ [m$^3$] is the volume of the particle. In this work, we approximate that a cluster of particles behaves as a single dipole with a moment equivalent to the vector sum of the moments of the nanoparticles, neglecting the effect of dipole-dipole interactions [72].

Consider a small volume containing a uniform distribution of $n$ nanoparticles with identical core volumes as a single dipole. The magnitude of the apparent magnetization ($M$) of the cluster is the vector sum of the individual dipole moments of the nanoparticles each pointing in a direction $\hat{r}$, as in Equation 3.1. When all of the the particles are aligned such that $\sum_{i=1}^{n} \hat{r}_i = n$, then the net magnetization is $M = nM_s$, and the apparent magnetic moment of the cluster is $\mu = nM_s V_p$. However this is configuration is energetically unfavorable. Much like tiny magnets, in the absence of an external magnetic field a collection of non-interacting nanoparticles will tend to align their dipoles randomly to minimize the magnitude of the net magnetization density, $M = \mu/nV_p$.

$$M = M_s \sum_{i=1}^{n} \hat{r}_i \quad (3.1)$$

The particles can reorient their dipole moment through one of two processes. The first is to reverse the polarity of the dipole internally, without moving the particle itself. This process, called Néel relaxation, requires an amount of energy (anisotropy energy, $E_A$ [J]) proportional to the magnetic anisotropy ($K$) and volume of the particle $E_A = KV_p$ [70]. Magnetic anisotropy, $K$ [J/m$^3$], accounts for the local variations in the shape and magnetocrystalline structure of the particles. Due to this anisotropy, the magnetic moment
of the particle will have a preferred axis of orientation within the particle, along a so-called “easy axis” at which point its energy is locally minimized [73]. For iron oxide particles with uniaxial anisotropy, the probability of randomly overcoming this barrier with thermal energy from the environment at temperature $T$ [K] is given by the Néel relaxation time $\tau_N$, Equation 3.2 [70]. In equation 3.2, $\tau_0$ is the characteristic damping time constant, typically taken to be $10 \times 10^{-10}$ s, and $k_B = 1.38 \times 10^{-23}$ J K$^{-1}$ is the Boltzman constant [1].

$$\tau_N = \tau_0 \exp \frac{KV_p}{k_BT}$$

(3.2)

The second method is through rotation of the nanoparticle itself. The Brownian relaxation time, in Equation 3.3, characterizes the rate of change in overall magnetization due to physical movement of the nanoparticles [69]. This is determined by the viscosity of the local environment, $\eta$, and the hydrodynamic diameter of the particle, $V_h$. The hydrodynamic diameter is a measure of the local mobility of the particle. This can be restricted by the addition of surface-bound molecules and proteins, but also interactions with other nanoparticles, substrates, or cells, that the particle has bound to.

$$\tau_B = \frac{3\eta V_h}{k_BT}$$

(3.3)

An effective relaxation time $\tau_{eff}$, defined in Equation 3.4 considers the effect of both mechanisms. The value of $\tau_{eff}$ closely follows the smaller of the two components. Since $\tau_N$ is exponentially related to the particle volume, and $\tau_B$ only linearly dependent on particle volume, $\tau_{eff} \approx \tau_B$ for small particles. However, even with a small particle core, as the hydrodynamic diameter of the particle increases, possibly through interactions with other particles ($V_h \approx V_p$) or binding to cells ($V_h \to \infty$), $\tau_{eff} \approx \tau_N$.

$$\tau_{eff} = \frac{\tau_N \tau_B}{\tau_N + \tau_B}$$

(3.4)

The presence of an external magnetic field ($\vec{H}$) will reduce the relative energy asso-
associated with the dipole orientation in the direction of the field and the nanoparticles will accordingly align their dipoles with the applied field. After a period of time, the effects of thermal fluctuations will reach equilibrium at the new energy level resulting in a constant net magnetization parallel to the applied field. The net magnetization at equilibrium \( M_H \) depends on the degree to which the energy barrier is decreased. Unless the applied field is very strong, only a portion of the dipoles will align with the field, and the net magnetization will be less than the saturation magnetization as described by Equation 3.5, where \( \mu_0 = 4\pi \times 10^{-7} \text{N/A}^2 \) is the magnetic permeability of free space.

\[
M_H = M_s L \left( \frac{\mu_0 H M_s V_p}{k_B T} \right) 
L(x) = \coth(x) - \frac{1}{x}
\] 

(3.5)

The Langevin function, \( L(x) \), which goes from -1 to 1, describes the fraction of saturation magnetization that is induced by an applied field. Figure 3.1 shows the magnetized fraction \( M_H / M_s \) of iron oxide particles with diameters of 20 nm, 25 nm, or 30 nm, and saturation magnetization density per unit mass \( M_s / \rho_{Fe_3O_4} \) of 73.9 Am²/kg by a field from 1 and 100 Gauss at 293 K [2]. From this example we can see that for an applied field of 40 Gauss, only about 70% of the 25 nm particles are magnetized.

Assuming the nanoparticle are isotropically oriented when the field is applied, the time it takes to reach equilibrium magnetization via the Néel and Brownian processes is described in Equations 3.6 and 3.7, respectively [50]. The combined effect \( \tau_{mag} \) is still described as in Equation 3.4, calculated with \( \tau_{N,mag} \) and \( \tau_{B,mag} \).

\[
\tau_{mag,N} = \tau_N \left( 1 - \frac{0.82 \mu_0 H M_s}{K} \right)
\] 

(3.6)

\[
\tau_{mag,B} = \tau_B \left( 1 + 0.21 \left( \frac{\mu_0 H M_s V_p}{k_B T} \right) \right)^{1/2}
\] 

(3.7)
Figure 3.1: The fraction of 20 nm, 25 nm, and 30 nm diameter nanoparticles that are magnetized after an external field is applied for long enough that the system has reached equilibrium ($M_H/M_s$).

The magnetization induced in the nanoparticles $M_i$ after a field $\vec{H}$ has been applied for a time $t_{mag}$ is given by Equation 3.8, where $\tau_{mag}$ is the effective relaxation time calculated with $\tau_{N,mag}$ and $\tau_{B,mag}$ [74]:

$$M_i = M_H \left[ 1 - \exp \left( -\frac{t_{mag}}{\tau_{mag}(H, V_p, V_h)} \right) \right]$$  \hspace{1cm} (3.8)

When the field is removed, the decay of the residual magnetization, $M_r$, can be described by Equation 3.9, where $\tau_{eff}$ is the effective decay in the absence of an applied field, Equation 3.4.

$$M_r = M_i \exp \left( -\frac{t}{\tau_{eff}(V_p, V_h)} \right)$$  \hspace{1cm} (3.9)

The decay of the induced magnetization density after an applied field (equation 3.9) is what the SQUIDs measure. If we revisit our collection of identical nanoparticles uniformly distributed throughout a small volume, we can calculate the apparent magnetic moment.
of the cluster through $\mu = nMV_p$, as in Equation 3.10.

$$\mu(t) = nV_pM_sL\left(\frac{\mu_0HM_sV_p}{k_BT}\right) \left[1 - \exp\left(-\frac{t_{mag}}{\tau_{mag}(H,V_p,V_h)}\right)\right] \exp\left(-\frac{t}{\tau_{eff}(V_p,V_h)}\right)$$

(3.10)

In reality, the nanoparticles in a sample are not identical, but will have a range of core and hydrodynamic diameters. The distributions of core diameters can typically be described by a log-normal distribution with a mean volume $V_m$ and standard deviation $\sigma_V$ [2]. The proportion of particles that have a core volume $V_p$ is described by Equation 3.11. The hydrodynamic diameter, $V_h$, is effected by binding state and the properties of the local environment, but can be simplified to two general conditions: when the particle is unbound and free to move in solution and when it is immobilized ($V_h \in [V_p, \infty]$).

$$P_P(V_p, V_m, \sigma_V) = \frac{1}{\sqrt{2\pi}\sigma_V V_p} \exp\left(-\ln\left(\frac{V_p}{V_m}\right)^2 \frac{2}{\sigma_V^2}\right)$$

(3.11)

We account for the variation of particle sizes in our physics model by integrating over the distribution of core volumes for the fraction of particles in each binding state. In a total population of $n$ particles, consider that a fraction $n_N$ are immobilized and therefore relax primarily through the Néel mechanism, and a fraction $n_B$ are free in solution, and therefore relax primarily via Brownian motion, such that $n = n_N + n_B$. Equation 3.12 describes the decay over time of the magnitude of the apparent moment of a collection of bound and unbound nanoparticles with a distribution of core sizes.

$$\mu(t) = \int_{V_p} P(V_p)V_pM_sL\left(\frac{\mu_0HM_sV_p}{k_BT}\right) \left\{n_N\left[1 - \exp\left(-\frac{t_{mag}}{\tau_{mag,N}(H,V_p)}\right)\right] \exp\left(-\frac{t}{\tau_{N}(V_p)}\right) + 
\right.
\left.\n\right. 
\left.n_B\left[1 - \exp\left(-\frac{t_{mag}}{\tau_{mag,B}(H,V_p)}\right)\right] \exp\left(-\frac{t}{\tau_{B}(V_p)}\right)\right\} dV_p$$

(3.12)
Figure 3.2: Left: The net magnetization (as a percentage of the saturation magnetization) of particles ranging from 24 nm to 27 nm in diameter during a superparamagnetic relaxometry (SPMR) measurement sequence that consists of a 49 Gauss magnetic field applied for 750 ms, followed by a 35 ms dead time, and 2,250 ms SQUID collection window. Right: The change in residual magnetization, as a percentage of the saturation magnetization, that occurs over the SQUID measurement window. This value should be maximized for optimal SPMR results.

Note that the magnitude of the net magnetic moment of a cluster of nanoparticles ($\mu$) is different from the inherent dipole moment of a single nanoparticle, ($\mu_p$). While $\mu_p$ is a constant physical property of a nanoparticle, $\mu$ is the resultant vector sum of many dipole moments $\mu_p$. It is essentially a population average based on the arrangement of the dipole moments of the individual nanoparticles, which can be altered by external forces such as temperature, surface or environmental modifications, or the application and removal of magnetic fields. The magnitude of the net magnetic moment of a cluster of particles ($\mu$) will simply be referred to as the “moment” or “magnetic moment”. However, it should be clarified that this is a population average effect due to an external force, not a physical property, and is highly dependent on many factors, as demonstrated by Equation 3.12.

The total magnetization of immobilized particles that is detectable within the SQUID measurement window is highly dependent on the diameter of the magnetic core of the particles. The time course of the net magnetization as a percentage of the saturation magnetization during an applied magnetic field for 750 ms, a dead time of 35 ms, and a
measurement period of 2,215 ms is shown in Figure 3.2 for particles with a core size of 24, 25, 26 and 27 nm, assuming only Néel relaxation. Optimal particle sizes will reach a high magnetization within the time frame of the applied magnetic field, then have minimal signal loss during the dead time before the SQUIDs are turned on. The 24 nm particles quickly reach their magnetic saturation, although it is minimal due to their small volume. However, during the dead time between when the field is turned off and the SQUIDs are turned on, the magnetization decays significantly, leaving only a small fraction of the initial magnetization visible to the sensors. What little magnetization is left decays quickly during the measurement period. The 25 nm particles take slightly longer to reach full magnetization than the 24 nm particles, but reach a higher final magnetization, and still do so well within the time frame of the applied field. When the field is removed, the particles decay more slowly lose much less of their magnetization before the SQUIDs are turned on, and almost all of their decay is contained within the measurement window. As particle size increases to 26 nm, the particles do not quite reach saturation during the applied magnetic field. They lose very little of their magnetization during the dead time, and continue to decay so slowly that only a fraction of their total magnetization decays within the measurement time window. Had the field been applied for longer, these particles would have reached a final saturation magnetization higher than the 25 nm particles, but the measurement window would have to be increased significantly in order to collect the entire decay curve. Even larger particles, 27 nm in diameter and above, hardly magnetize at all before the field is removed, and then hardly decay at all during the measurement window. Ultimately, the magnitude of the signal collected by the SQUIDs is proportional to the change in the magnetization within the measurement time frame. An ideal signal would then need to start as high as possible, lose as little magnetization as possible during the dead time, and then decay as much as possible within the SQUID measurement window. The change in magnetization (as a percentage of the saturation magnetization) within the measurement window is plotted as a function of particle diameter on the right side of Figure
3.2. From this we can see that particles with 25 nm are an optimal choice for a 49 Gauss field applied for 750 ms, followed by a 35 ms dead time and 2,250 ms measurement window.

Finally, we will evaluate the validity of collapsing the distribution of hydrodynamic diameters into two cases: \( V_h \in [V_p, \infty] \). Clearly, this simplification is valid for very small \( V_h \approx V_p \) and very large \( V_h >> V_p \). However, we should evaluate how values of hydrodynamic diameter in between these cases effects the relaxation properties of the particle, to determine at what point this simplification breaks down. As hydrodynamic diameter increases, \( \tau_B \) increases, and the particles begin to behave as if they are immobilized. Therefore, it is important that the particles used for SPMR have a small enough hydrodynamic diameter to not appear immobilized when they are in fact free in solution. Figure 3.3 illustrates the fraction of saturation magnetization that decays within the SQUID measurement window due to Brownian relaxation as a function of hydrodynamic diameter. This must be small to ensure that unbound particles are not contributing to the overall SPMR signal. From here we can see that the particles begin to contribute to the overall SPMR signal above hydrodynamic diameters of approximately 400 nm. This is well above the hydrodynamic diameter of the particles we use, which tends to be between 50 nm and 100 nm, depending on the surface modifications.

### 3.2 The magnetic forward problem

As any magnetic dipole, the cluster of particles with a net magnetic moment produces a magnetic field. The Biot Savart Law (Equation 3.13) defines the magnetic field \( \vec{B} \) at a location \( \vec{r} = [x, y, z] \) from a dipole \( \vec{\mu} \). In SPMR, we measure the decay of the residual net magnetic moment of a cluster of particles by measuring the decay of the magnetic field it produces.

\[
\vec{B}(\vec{r}, \vec{\mu}) = \frac{\mu_0}{4\pi} \left[ \frac{3(\vec{\mu} \cdot \vec{r})\vec{r}}{|r|^5} - \frac{\vec{\mu}}{|r|^3} \right]
\]  

(3.13)
Figure 3.3: The magnetization as a percentage of the saturation magnetization that decays within the SPMR measurement window as a function of the hydrodynamic diameter of the particles. Particles with hydrodynamic diameters above 400 nm will appear immobilized regardless of binding state.

Figure 3.4: The magnetic field from a dipole source of unit strength

The magnetic flux density, or simply magnetic field, \( \vec{B}(\vec{r}, \vec{\mu}) \) created from a magnetized volume \( \vec{\mu} = V \vec{M}(\vec{r}) \) is given by the Biot Savart Law. Immediately after the field is turned
Figure 3.5: Magnetic field lines (yellow) from a magnetic dipole source (white) at the plane of the SQUIDs (black). The figures on the left and right show how the field from a weak source close to the detector plane is very similar to the field from a strong source farther away. The center is a weak source at a far distance for comparison.

off, the effective moment of a cluster of particles is parallel to the applied field, \( \vec{\mu} = \mu \hat{\mu} = \mu \hat{z} \),

which simplifies the dot product:

\[
\vec{\mu} \cdot \vec{r} = \mu_i r_i = \mu z
\]

which then allows us to factor out the magnitude of the magnetic dipole:

\[
\vec{B}(\vec{r}, \vec{\mu}) = \frac{\mu_0}{4\pi} \left[ \frac{3z\vec{r}}{|r|^5} - \frac{\hat{z}}{|r|^3} \right] \mu
\]  

(3.14)

Now, \( \vec{B} \) is separable into independent functions that depend on the magnitude of the magnetic moment and the distance \( \vec{r} \) between the location of the dipole \( (x_{dip}, y_{dip}, z_{dip}) \) and the point of measurement. It is the magnetic flux (the integral of the magnetic field over the area of the coil) through the pickup coils that is converted to a voltage in the SQUID sensor and recorded out by the electronics. For simplicity, here we assert that the change in the magnetic field over the area of the pickup coil is small, and can be linearly approximated by the value of the field at a measurement point at the center of the coil.
\((x_{det}, y_{det}, z_{det})\). We will revisit this approximation in Chapter 4.

\[
\vec{B}(\vec{r}, \vec{\mu}) = \mu [\vec{a}(\vec{r})] \tag{3.15}
\]

for

\[
\vec{r} = (x_{det} - x_{dip})\hat{x} + (y_{det} - y_{dip})\hat{y} + (z_{det} - z_{dip})\hat{z} \tag{3.16}
\]

where

\[
\vec{a}(\vec{r}) = \frac{\mu_0}{4\pi} \left[ \frac{3z\vec{r}}{r^5} - \frac{\hat{z}}{r^3} \right] \tag{3.17}
\]

where

\[
r = \sqrt{(x_{det} - x_{dip})^2 + (y_{det} - y_{dip})^2 + (z_{det} - z_{dip})^2} \tag{3.18}
\]

\[
z = \sqrt{(z_{det} - z_{dip})^2} \tag{3.19}
\]

The pickup coils only detect the component of the magnetic field parallel to their axis, so the detected field is then:

\[
B(\vec{r}, \mu) = \vec{B}(\vec{r}, \vec{\mu}) \cdot \hat{r}_{det} = \mu [\vec{a}(\vec{r}) \cdot \hat{r}_{det}] = \mu [\vec{a}(\vec{r})] \tag{3.20}
\]

When multiple dipoles are present, the magnitude of the detected field \(b\) is the sum of the magnetic fields from each of the magnetic dipoles.

\[
b(\vec{r}) = \sum_j B(\vec{r}_{det} - \vec{r}_j, \mu_j) \tag{3.21}
\]

We then assume a discretized field of view with \(j\) voxels, each containing a magnetic moment \(\mu_j\) a distance \(\vec{r}_{ij}\) from sensor \(i\). To construct the linear problem, define a vector \(b \in \mathbb{R}^{n \times 1}\) of the field detected by each sensor \(i\) (Equation 3.21) where \(n\) is the number of sensors, a vector \(x \in \mathbb{R}^{p \times 1}\) of the magnetic moment (\(\mu\)) in each voxel \(j\) where \(p\) is the number of voxels, and a matrix \(A \in \mathbb{R}^{n \times p}\) with elements \(a(\vec{r}_{ij})\) (Equation 3.17) where \(\vec{r}_{ij}\) is the vector
from voxel $j$ (dip) to detector $i$ (det), as defined in Equations 3.16 through 3.19.

$$
\begin{bmatrix}
    b_1 \\
    \vdots \\
    b_i \\
    \vdots \\
    b_n
\end{bmatrix} =
\begin{bmatrix}
    a(\vec{r}_{1,1}) & \cdots & a(\vec{r}_{1,p}) \\
    \vdots & \ddots & \vdots \\
    a(\vec{r}_{n,1}) & \cdots & a(\vec{r}_{n,p})
\end{bmatrix}
\begin{bmatrix}
    \mu_1 \\
    \vdots \\
    \mu_j \\
    \vdots \\
    \mu_p
\end{bmatrix} \Leftrightarrow b = Ax \tag{3.22}
$$

Since the location of the detectors with respect to the field of view grid points is defined, $x$ is the only unknown. Columns of the matrix $A$ may be interpreted as ‘distance’ vectors from the magnetic moment contained in pixel $j$ to each sensor, whereas the rows can be interpreted as the sensitivity of a sensor to a dipole of unit strength in each voxel. To illustrate this, Figure 3.6 shows the elements of the first row of the matrix $A$ corresponding to the voxels along the plane of $y = 0$ plotted corresponding to the location of the voxels they represent. The location of the center of the bottom coil of the associated gradiometer is denoted by a black dot. The values of $a_{i,j}$ have been normalized to the maximum value of the row to portray their values relative to each other.

Figure 3.6: The elements of the first row of $A$, $a(\vec{r})$, reshaped and plotted along $y = 0$ as a function of $\vec{r}$, demonstrating that the rows of $A$ can be interpreted as a map of the sensitivity of a given detector (location denoted by a black point) to a dipole moment in any voxel. The values are normalized to the maximum value to portray their values relative to each other.

An analysis of the null space of $A$ can help demonstrate the ill-posedness of the system.
in Equation 3.22. According to the Rank and Nullity theorem, the dimension of a matrix is the sum of its rank and null space. The dimension of is the number of columns in a matrix, and the rank is the number of columns that are linearly independent. Naturally, the maximum rank of a matrix is the number of rows. The null space of a matrix is the set of all vectors \( \mathbf{n} \) that satisfy Equation 3.23.

\[
\mathbf{A} \mathbf{n} = 0
\]  

Typically, the null space is described as a span of a vector space \( N \) for which any linear combination of the vectors in \( N \) is a solution to Equation 3.23. The importance of this is that for a true source distribution \( \mathbf{x} \) for which \( \mathbf{A} \mathbf{x} = \mathbf{b} \), we can find a second source distribution \( \mathbf{n} \) such that \( \mathbf{A} (\mathbf{x} + \mathbf{n}) = \mathbf{b} \). This is simply a mathematical way of saying that the detected field pattern is not unique to a single source distribution, as we have said before.

We will use a simplified example to show how the null space of the matrix \( \mathbf{A} \) can identify all of the combinations of source distributions with identical magnetic field patterns. Consider a magnetic dipole with a magnetic moment \( \mu \) located a distance \( z \) beneath the central sensor \( (\vec{r}_{\text{det}} - \vec{r} = [0, 0, z]) \). The magnitude of the magnetic field from this dipole at the center of the sensor is given by Equation 3.24.

\[
B(\vec{z}, \mu) = \mu (\vec{a} (\vec{z}) \cdot \hat{z}) \\
= \mu \left( \frac{\mu_0}{4\pi} \left[ \frac{3z^2}{z^5} - \frac{1}{z^3} \right] \right) \\
= \mu \left( \frac{\mu_0}{2\pi z^3} \right)
\]

If three dipoles all lie along a line parallel to the axis of the central sensor, the linear system
in Equation 3.22 becomes

\[
b = \begin{bmatrix}
\frac{\mu_0}{2\pi z_1^3} & \frac{\mu_0}{2\pi z_2^3} & \frac{\mu_0}{2\pi z_3^3}
\end{bmatrix}
\begin{bmatrix}
\mu_1 \\
\mu_2 \\
\mu_3
\end{bmatrix}
\] (3.25)

To find the relationship between the three dipole moments required to produce a single magnetic field pattern, we set \( b = 0 \) and solve by getting the augmented matrix to reduced row echelon form.

\[
\begin{bmatrix}
\frac{\mu_0}{2\pi z_1^3} & \frac{\mu_0}{2\pi z_2^3} & \frac{\mu_0}{2\pi z_3^3} & 0 \\
1 & \frac{z_1^3}{z_2^3} & \frac{z_1^3}{z_3^3} & 0
\end{bmatrix}
\] (3.26)

\[
\begin{bmatrix}
\mu_1 \\
\mu_2 \\
\mu_3
\end{bmatrix}
\] (3.27)

The solution says that any combination of \( \mu_1, \mu_2, \mu_3, \) and \( z_1, z_2, z_3, \) that satisfy Equation 3.28 will produce a net zero magnetic field pattern. Therefore, they can be added to any other source distribution without changing the magnetic field pattern.

\[
\mu_1 + \frac{z_1^3}{z_2^3}\mu_2 + \frac{z_1^3}{z_3^3}\mu_3 = 0
\] (3.28)

### 3.3 SPMR data acquisition and analysis

SPMR data is acquired by exposing the sample to a 50 Gauss magnetic field for 0.75 s. After a delay of 35 ms once the field is turned off, the residual magnetic field from the nanoparticles is sampled by an array of seven SQUID detectors at 1000 Hz for 2.25 s. Multiple such pulses are collected at each of several stage positions. Using several stage positions effectively increases the number of sensors available for use in the reconstruction. In this section, we will first outline the current method of preprocessing and reconstruction, known as Multi-Source Analysis (MSA). Our group has improved both the preprocessing
and reconstruction portions of the analysis. The majority of this work focuses on the reconstruction task, but it is always used in conjunction with our preprocessing method, which is presented in this section.

3.3.1 MSA

MSA is the current method of SPMR source reconstruction, and is described in [1]. The preprocessing algorithm first detects and corrects any flux jumps above a given threshold. Flux jumps are local discontinuities in the decay curve that would otherwise corrupt the fit of the curve, and therefore the estimation of the residual field. These jumps are an artifact caused by a saturation and subsequent resetting of the SQUIDs [77]. It then applies a filter to eliminate the 60 Hz component of the noise and its harmonics. Then, the initial value of the residual field due to immobilized nanoparticles at any given sensor immediately after the applied field is removed is determined by fitting the filtered relaxation curve with two models. First, the portion of the decay curve extending from 135 ms after the applied field is removed to the end of the measurement period is fit with Equation 3.29, based on the work of Chantrell et al [39], to determine the arbitrary DC offset, $A_1$, which is due to the gradiometric properties of the pickup coils. Then, the first 200 ms of the curve, which correspond to 35 ms after the applied field is removed to 235 ms after the applied field is removed, is fit with Equation 3.30 - which accounts for the decay due to Néel relaxation of the bound particles, parameterized by a decay constant of $1/63$ ms - to determine the parameters $Ae1$ and $Ae2$. The value $t$ is the time since the field was removed in milliseconds. The decay constants of 2300 and 63 were determined experimentally and are assumed to be unchanged. Finally, the initial value of the residual field ($b(t = 0)$) is determined using Equation 3.31.

$$b(t) = A_1 + A_2 \left[\ln\left(1 + \frac{2300}{t}\right)\right]$$  \hspace{1cm} (3.29)
\[ b(t) = Ae1 + Ae2 \left[ e^{t/63} \right] \] (3.30)

\[ b(t = 0) = Ae1 + Ae2 - A1 \] (3.31)

The reconstruction method uses a least-squares method to fit the location and strength of a user-determined number of dipoles to the detected field. According to the Magnetic Superposition Model \([39, 50]\), the magnetic field at a point \(s_j\) due to a distribution of \(n\) distinct dipoles with moments \(m_i\) located at points \(r_i\) can be represented as a sum of the field induced from each dipole \(f\). For each dipole there are four unknown variables, \(r = [x, y, z]\) and \(m\). Therefore, as long as the magnetic field is measured at at least \(4n\) locations \(b \in \mathbb{R}^{24n}\) Equation 3.34 can be solved for the location and moment of each of the \(n\) dipoles, where \(f\) represents the Biot Savart Law in Equation 3.13.

\[ b(s) = \sum_{i=1}^{n} f(s - r_i, m_i) \] (3.32)

\[ f(r, m) = \mu_0 \frac{1}{4\pi r^3} [3(m \cdot \hat{r})\hat{r} - m] \] (3.33)

\[ \min_{r, m} \sum_{j=1}^{n} \left[ b_j - \sum_{i=1}^{p} f(r_j - r_i, m_i) \right]^2 \] (3.34)

Equation 3.34 is then solved using the Levenberg-Marquardt method for non-linear minimization \([75]\), which requires an initial estimate of the location and strength of each source as a starting point. One downside of this approach is that the final result can be highly dependent on the appropriateness of the user-supplied initial conditions. If the initial conditions are far from the true solution, the algorithm may converge to a local minimum that is close to the initial conditions but far from the true solution. There is no straightforward way to determine an appropriate initial condition without prior knowledge.
of the true solution, and there is no way to determine whether the result of the Levenberg-
Marquardt algorithm is indeed the true solution or just a local minimum. In addition, the
algorithm is limited to solving for exactly the number of user-supplied dipole moments and
there is no straightforward way to determine whether the number of dipoles is an accurate
representation of the true distribution.

3.3.2 MRXImage preprocessing

In this work, we used an improved method of preprocessing, that has been shown to
reduce the standard deviation between repeated measurements [76]. The purpose of the
preprocessing is to transform the raw decay curves into values representative of the residual
magnetic field due to immobilized particles. This is done in a three step process:

- Detect and remove flux jumps
- Determine the slope of the decay curve, which is proportional to the magnitude of
  the residual magnetic field
- Average repeated sample measurements and subtract the average of the background
  measurements

The details of this process are thoroughly explained by Stefan, et al ([76]), and are
briefly outlined here.

Flux jump correction

The first step is to remove flux jumps. Consider a flux jump located at time point $t_j$
along a decay curve. If the value of the decay curve before the flux jump is $p(t < t_j) = f(t)$
then the value after the flux jump is offset by the height of the flux jump for the remainder
of the curve: $p(t \geq t_j) = f(t) + u$. If the location of the jump is known, the height of the
jump can be determined by simply taking the difference of the value just before and just
after the jump:
\[ u = p(t_j) - p(t_{j-1}) \]  

(3.35)

To detect the location of the jump, we define a small time window just before and just after a potential jump location \( t_j \).

\[
p(t) = \begin{cases} 
  p^+(t) & \text{if } t_j - \Delta t < t < t_j \\
  p^-(t) & \text{if } t_j \leq t < t_j + \Delta t
\end{cases}
\]  

(3.36)

If there is no jump, then \( u = 0 \) and the decay curve will fit the same functional form in both windows: \( p^+(t) = p^-(t) = f(t) \). Additionally, the functions will be continuous as \( t \to t_j \).

\[
\lim_{t \to t_j^+} p^+(t) = \lim_{t \to t_j^-} p^-(t) = f(t_j)
\]  

(3.37)

The failure of this condition indicates the presence of a flux jump within the time window \( 2\Delta t \) around \( t_i \). For each time point \( t \in (\Delta t, T] \), the measured decay curve is fit within the window \( t^- = t_i - \Delta t \to t_i \) and \( t^+ = t_i \to t_i + \Delta t \) to a series of basis functions that approximate the expected shape of the decay curve to find the underlying functions \( p^- \) and \( p^+ \), respectively. Then \( u(t_i) \) is calculated by taking the difference of each function evaluated at \( t_i \). The window is then shifted by one time point and the process is repeated to determine the value of \( u \) for each time point in the data such that \( u = [u(t)], \Delta t < t < T \). Simply calculating \( u(t) \) produces a good estimation of the flux function if the flux jump is located at time point \( t \). However, values of \( u > 0 \) also occur when the jump exists within the time window \( t^+ \) or \( t^- \). To account for this, we consider that \( u \) can be approximated by a convolution of the true jump heights and locations \( v \) with the waveform of the Heaviside function \( h_i \):
The true jump heights $\hat{v}$ can be solved for according to Equation 3.40, where $\lambda$ is a tuning parameter that is calibrated to the data using cross validation.

$$\hat{v} = \arg \min_v \left\{ \frac{1}{2} \| u - v \ast (h \ast h) \|^2_2 + \lambda \| v \|_1 \right\}$$  \hspace{1cm} (3.40)

Finally, the corrupted decay curve is corrected by subtracting the corrected jump function $v$.

**Estimating the magnitude of the residual magnetic field**

Once the flux jumps have been corrected, the decay curve can be analyzed to estimate the magnitude of the residual magnetic field due to immobilized nanoparticles [76]. In theory, the decay curve can be modeled by Equation 3.12. In practice however, we do not have accurate values for each of the parameters such as $M_s$, $T$, and $\eta$. In the analysis of the decay curve we assume that the unbound particles do not contribute to the measured decay, and therefore the shape of the decay curve is independent of the number of bound particles. From Equations 3.12 and 3.14, we can see that the measured decay curve $(f(t))$ is proportional to the number of bound particles times a characteristic decay $g(t)$. The inherent measurement properties of the SQUIDs adds a random DC offset $c$. The analysis of the decay curves aims to find a value $\alpha$ which is proportional to the number of bound particles and thus the detected field from the bound particles (Equation 3.41).

$$f(t) = \alpha g(t) + c$$  \hspace{1cm} (3.41)
First, we eliminate the offset by taking the derivative with respect to time. Then we estimate \( \alpha_{est} \) that minimizes the difference between the derivative of the measured \((f'_i = f'(t_i))\) and modeled \((g'_i = g'(t_i))\) curves over all \(i = 1...T\) time points.

\[
\alpha_{est} = \arg\min_{\alpha} \frac{1}{2} \sum_{i=1}^{T} (\alpha g'_i - f'_i)^2
\]

\[
\alpha_{est} = \frac{\sum_{i=1}^{T} f'_i g'_i}{\sum_{i=1}^{T} g'_i^2}
\] (3.42)

If we define weights \(w_i := \frac{\sum_{i=1}^{T} g'_i}{\sum_{i=1}^{T} g'_i^2}\), then we get Equation 3.43.

\[
\alpha_{est} = \sum_{i=1}^{T} f'_i w_i
\] (3.43)

We then estimate the derivative of the measured decay curve \((f'_i)\) at any time point \(i\) by evaluating the local change in the value of the curve around \(t_i\). We determine \(f'_i\) by fitting the measured curve within a window from \(t_i\) to \(t_i + \Delta t\) with a set of basis functions \(\Psi(t)\) to account for contamination of the decay curve from 60 Hz power line oscillations and harmonics and other noise. The fit of the measured curve to the \(N_b\) basis functions \((p(t))\) is described in Equation 3.44.

\[
p(t) = \sum_{k=1}^{N_b} a_k \Psi_k(t)
\] (3.44)

The weight of each basis function \(a_k\) can be found by minimizing the difference between the model and the data over \(M > N_b\) time points, as in Equation 3.45.

\[
a_1, \ldots, a_{N_b} = \arg\min_{a_1, \ldots, a_{N_b}} \sum_{i=1}^{M} (f_i - p(t_i))^2
\] (3.45)

Consider the \(N_b = 12\) basis functions:

\[
\Psi_1(t) = 1, \quad \Psi_2(t) = t, \quad \Psi_3(t) = t^2, \quad \Psi_4(t) = t^3
\]

\[
\Psi_5(t) = \sin(60\pi t), \quad \Psi_6(t) = \cos(60\pi t), \quad \Psi_7(t) = \sin(120\pi t), \quad \Psi_8(t) = \cos(120\pi t),
\]

\[
\Psi_9(t) = \sin(180\pi t), \quad \Psi_{10}(t) = \cos(180\pi t), \quad \Psi_{11}(t) = \sin(240\pi t), \quad \Psi_{12}(t) = \cos(240\pi t)
\]
The first four represent a third-order polynomial fit to the decay curve, and the remainder account for the first four harmonics of the 60Hz power line oscillations. The derivative of \( f \) is approximated by the second basis function, \( \Psi_2(t) = t \) and the weight \( a_2 \). We collect the weights \( a_k \) and the measured decay at each time point \( f_i \) into vectors \( a := [a_1, \ldots, a_N] \) and \( f := [f_1, \ldots, f_T] \), and the basis functions into a matrix \( \Psi := [\Psi_1^T(t), \ldots, \Psi_N^T(t)] \). The contribution of each basis function to the fit can be found according to 3.46, considering Equations 3.44 and 3.45.

\[
\Psi a = f \tag{3.46}
\]

\[
a = \Psi^\dagger f
\]

Recall that the derivative is associated with the second basis function. Then, \( f'(0) \approx a_2 = \Psi_2^\dagger f \) where \( \Psi_2^\dagger \) is the second row of the inverse of \( \Psi \).

We find the derivative at time point \( t_i \) by defining \( \Psi_i := [\Psi_1^T(\Delta_i), \ldots, \Psi_N^T(\Delta_i)] \) at the time points \( \Delta_i = t_i, \ldots, t_M \). We then build a convolution matrix \( D^{(T-M) \times T} \), where \( \Psi_2^\dagger_i \) is the second row of the matrix \( \Psi_i^\dagger \):

\[
D = \begin{bmatrix}
\Psi_{2i}^\dagger & 0 & \ldots & 0 \\
0 & \Psi_{2i}^\dagger & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & \Psi_{2i}^\dagger
\end{bmatrix} \tag{3.47}
\]

Then \( f' = Df \), or equivalently, the derivative at each time point \( t_i \in i = 1, \ldots, T-M \) is a convolution of the kernel of the basis function \( d \) with the decay curve: \( f' = d * f \).

From Equation 3.43, we define a vector of weights at each time point, \( w := [w_1, \ldots, w_{T-M}] \). In this work, we define the weight at time point \( i \), \( w_i := w(t_i) \), according to Equation 3.48. This has been shown to closely fit our data for parameter values of \( \tau = 0.07 \) and \( \beta = 0.1 \) [76].

\[
w_i = \exp \left( \left( -\frac{t_i}{\tau} \right)^\beta \right) \tag{3.48}
\]
We can then find $\alpha_{est}$ according to Equation 3.49.

$$\alpha_{est} = f'\top w$$

(3.49)

Data averaging, detection of outliers, and background subtraction

The preprocessing described in Section 3.3.2 is used to find a value $\alpha_{est}$ for each decay curve measured by each detector which is proportional to the total magnetic field at the location of that detector from the magnetic moments of the bound particle clusters. After preprocessing, the data is returned as a matrix with one row for each pulse, and one column for each detector. When multiple pulses are collected at a single detector location, they are averaged after the removal of outliers, described below.

Figure 3.7: The decay curves from five measurement pulses are shown. In (a), the data acquired by an outer ring sensor (in brown) shows high frequency contamination in the last half of the first two pulses and the first part of the third pulse. In the same acquisition, the data collected by the central sensor (in blue) showed no high frequency contamination. In (b), the third pulse in particular shows the manifestation of low frequency contamination, which affects the data from every sensor to varying degrees.

In the course of recording SPMR data, it is possible that the data is corrupted by outside interference. This interference manifests in the data as either a high or low frequency component. High frequency interference manifests as small regions of spikes in the decay curve, as shown in Figure 3.7a. It is likely due to radio frequency interference from sources such as hand held radios and cell phones. Low frequency interference causes the decay curve
to be distorted, as shown in Figure 3.7b. This type of contamination is due to changes in the local magnetic field, potentially due to movement of a large ferromagnetic object (such as a metal cart or wrench) nearby. In the current preprocessing and reconstruction method (MSA), the user must manually identify and exclude pulses that exhibit features that indicate the pulse has been contaminated. In this work, we recognize that the contamination of the pulse only matters insofar as it affects the estimation of $\alpha_{est}$. Therefore, all of the measured pulses are preprocessed according to Sections 3.3.2 and 3.3.2 without manual identification of bad pulses. Then, all the values of $\alpha_{est}$ at a given sensor location are averaged, and any values of $\alpha_{est}$ outside of two standard deviations of the mean are excluded. Then the remaining values of $\alpha_{est}$ are averaged to obtain the final estimate of the initial field value at that sensor location, which we will call $b$. The values at each sensor location are then arranged in a vector $b = [b_1, \ldots, b_M]$, which is input into the reconstruction algorithm to recover the distribution of bound particle clusters.

### 3.4 The MRXImage Reconstruction Algorithm

It would seem that the solution to the linear system $Ax = b$ derived in Section 3.2 is trivial, with a simple linear inverse solve $x = A^{-1}b$. However, since $n << p$ the problem is ill-posed. This means there are an infinite number of exact solutions. For example, a simple inverse solution may result in a solution in which there is a source under each detector proportional to the strength of the signal received from that detector. Clearly this is a feasible solution, but it is unlikely to be the true solution. There have been several approaches to SPMR reconstruction developed in the past. The simplest approach is MSA, described above, in which the number of nanoparticle clusters is defined, and then a Levenberg-Marquardt algorithm is used to find the strength and location of each source given the detected field [1]. However, this is either tedious or not feasible when the number of bound particle clusters is unknown. Expanding on this method, the multi-start spatio-
temporal algorithm (MSST), solves the least-squares problem using multiple different initial conditions, and repeats this for a range of quantities of bound particle clusters, typically 1 to 5 [7]. Although computationally more time consuming, this method can reconstruct multiple dipole distributions without prior knowledge of the number of clusters to find. More information and some results from MSST are included in the Appendices of this work. Here we present a new approach that can perform the reconstruction in a timely manner and without prior knowledge of the number of particle clusters or their approximate locations.

3.4.1 \( l_1 \) norm minimization

In the MRX application, we can assume that the true solution will be sparse, meaning only a few voxels will have a non-zero contribution to the net moment. Therefore, we hypothesized that a compressed sensing approach such as the sparsity averaging reweighting algorithm (SARA) proposed by Carrillo et. al. [78]. We can use this approach to find the minimum number of sources that still solve Equation 3.22 exactly. The \( l_p \) norm can be used to define sparsity with parameter \( p \).

\[
l_p(\vec{x}) = \left( \sum_i x_i^p \right)^{1/p}
\]

(3.50)

When \( p=2 \), the \( l_p \) norm is the magnitude of the vector \( \vec{x} \). When \( p=1 \), \( l_p \) is the sum of the components of \( \vec{x} \). When \( p=0 \), \( l_p \) is the number of non-zero entities of \( \vec{x} \). Ideally, to find the sparsest solution that satisfies the equality constraint, it would be best to minimize the \( l_0 \) norm. Since the \( l_0 \) norm is not convex, it is difficult to compute explicitly. Instead, we must maximize sparsity by minimizing the L1 norm of \( \vec{x} \) while applying the condition that \( A\vec{x} = \vec{b} \). In some cases, it can be shown that the minimum L1 norm solution is also the sparsest solution [79].
3.4.2 Mathematical consideration of noise

Recall that we model the magnetic field from a distribution of dipole sources as a linear system, which can be denoted $Ax = b^*$. In reality, the detected signal is the sum of the field induced by the magnetic moment of immobilized particles, plus some uncertainty in the measured field which is approximately normally distributed with zero mean $\epsilon \sim N(0, \sigma^2)$.

$$b = b^* + \epsilon$$  \hspace{1cm} (3.51)

This uncertainty term is the sum of several sources including spurious signals in the electronics, magnetic fields in the environment (such as radios or cell phones), and uncertainty added during the background subtraction, smoothing, and curve fitting described in Section 3.3. In the MRXImage package, this uncertainty is handled in the tolerance term of the minimization criteria:

$$||Ax - b|| \leq ||\epsilon|| = \lambda$$  \hspace{1cm} (3.52)

The choice of the value for the tolerance parameter $\lambda$ is discussed in more depth in Section 5.1.

3.4.3 CVX

The core of the MRXImage algorithm solves the optimization problem described by Equation 3.53. In order to incorporate both the positivity constraint and the limit on the uncertainty in the detected field we can use a convex optimization framework, which is implemented with the CVX package for MATLAB [80,81].

$$\min_x ||x||_1 \quad \text{such that} \quad \begin{cases} ||Ax - b|| \leq \lambda \\ x \geq 0 \end{cases}$$  \hspace{1cm} (3.53)
CVX is a wrapper for translating which allows the user to describe the optimization in simple MATLAB syntax, and then translates the system into the appropriate form for the solvers according to the disciplined convex programming rule set [82]. The user can select from either the freely available SeDuMi or SDPT3 optimization algorithms, or the commercial versions MOSEK and Gurobi if the appropriate licenses are obtained [83–86]. The MATLAB implementation of Equation 3.53 using CVX is presented below.

```matlab
cvx_begin
  variable x(n);
  minimize(norm(x,1));
  subject to
    x >=0;
    norm(A*x-b)<= lambda;
cvx_end
```

Figure 3.8 shows a geometric interpretation of Equation 3.53 for a simplified vector \( \mathbf{x} \in \mathbb{R}^2 \) with one component representing the signal and one component the noise. In Figure 3.8a, when \( \lambda = 0 \), the reconstruction exactly matches the measured signal, but the noise component of the reconstruction \( (n_r) \) is large. As \( \lambda \) increases (Figure 3.8b), both components of the reconstruction and the distance \( e_r \) between the measured signal \( (s_m) \) and reconstruction \( (x_r) \) decreases. For some value of \( \lambda \) (Figure 3.8c), the error \( (e_r) \) reaches a minimum. As \( n_r \) goes to zero (Figure 3.8d), the decrease in \( ||x_r||_1 \) is due to decreasing \( s_r \). In Figure 3.8e, the noise component of the reconstruction \( (n_r) \) goes to zero, and the sparsity is maximized. Finally, in Figure 3.8f, the magnitude of the remaining component decreases and reaches zero when \( \lambda = ||x_m|| \).
Figure 3.8: An illustration of the optimization function in two dimensions. The measured vector $x_m$ and the reconstructed vector $x_r$ are simplified to two components representing signal ($s_m$ and $s_r$) and noise ($n_m$ and $n_r$). The vector $e_r$ is the distance between the measured signal ($s_m$) and the reconstruction ($x_r$). The function $||x||_1 = c$ is depicted by a dotted line where $c$ is the minimum value within the constraint $||Ax_r - Ax_m|| < \lambda$ depicted by a circle. For this example, $A = [1, 1]$. 
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Within CVX, Equation 3.53 is translated into the standard form of a primal second
order cone problem with \( p + 1 \) inequality constraints [87, 88]. Here, we present the log-
barrier method, which is one approach this optimization problem. Equation 3.53 can be
written as

\[
\begin{align*}
\text{minimize} \quad & \mathbf{c}^T \mathbf{x} \\
\text{subject to} \quad & \frac{1}{2} \| \mathbf{A} \mathbf{x} - \mathbf{b} \|^2 - \epsilon \leq 0 \\
& -x_i \leq 0 \quad i = 1...p
\end{align*}
\]

(3.54)

where \( \mathbf{x} \in \mathbb{R}^p \) and \( \mathbf{c} = \mathbf{1}^{p \times 1} \), \( \mathbf{A} \in \mathbb{R}^{n \times p} \) is the system matrix, and \( \mathbf{b} \in \mathbb{R}^{n \times 1} \) is the detected
field at each sensor. For simplicity, we denote the left hand side of the first constraint as
\( f_\epsilon \), and the positivity constraints as \( f_{+,i} \), along with the gradient and Hessian in Equation
3.55, wherein \( \mathbf{e}_i \) is the elementary vector corresponding to element \( i \).

\[
\begin{align*}
f_\epsilon := \ & \frac{1}{2} \| \mathbf{A} \mathbf{x} - \mathbf{b} \|^2 - \epsilon \\
\nabla f_\epsilon = \ & \mathbf{A}^T(\mathbf{A} \mathbf{x} - \mathbf{b}) \\
\nabla f_{+,i} = \ & -\mathbf{e}_i \\
\nabla^2 f_\epsilon = \ & \mathbf{A}^T \mathbf{A} \\
\nabla^2 f_{+,i} = \ & 0
\end{align*}
\]

(3.55)

A solution \( \mathbf{x}^*(\tau) \) of Equation 3.54 is optimal if it satisfies the Karush-Kuhn-Tucker (KKT)
conditions, in Equation 3.56.

\[
\nabla f_o + \nu_\epsilon \nabla f_\epsilon + \sum_{i=1}^{p} \nu_{+,i} \nabla f_{+,i} = 0
\]

\[
\begin{align*}
f_\epsilon & \leq 0 \\
f_{+,i} & \leq 0, \quad i = 1...p \\
\nu_\epsilon f_o & = 0 \\
\nu_{+,i} f_{+,i} & = 0 \\
\nu_\epsilon & \geq 0 \\
\nu_{+,i} & \geq 0
\end{align*}
\]

(3.56)

The inequality constraints can be incorporated into the objective function through the log-
barrier function. The log-barrier function enforces the constraints by becoming large when the solution is approaching the boundary defined by the constraints. As $\tau \to \infty$, Equation 3.57 more closely approximates Equation 3.54.

$$\min_x \ c^T x + \frac{1}{\tau} \left[ -\log(-f_i) + \sum_i -\log(-f_{+i}) \right]$$

(3.57)

Denoting the objective function as $f_o \in \mathbb{R}$, the gradient ($\nabla f_o \in \mathbb{R}^p$) and Hessian ($\nabla^2 f_o \in \mathbb{R}^{p \times p}$) of $f_o$ are defined in Equation 3.58.

$$f_o : = c^T x + \frac{1}{\tau} \left[ -\log(-f_i) + \sum_i -\log(-f_{+i}) \right]$$

$$\nabla f_o = c + \frac{1}{\tau} \left[ -f_{-1} \nabla f_i - \sum_i f_{+i}^{-1} \nabla f_{+i} \right]$$

$$\nabla^2 f_o = \frac{1}{\tau} \left[ f_{-1}^{-2} \nabla f_i (\nabla f_i)^T - f_{-1}^{-1} \nabla^2 f_i + \sum_i f_{+i}^{-2} \nabla f_{+i} (\nabla f_{+i})^T \right]$$

(3.58)

To simplify the Hessian in Equation 3.58, define $F$ as a diagonal matrix with the elements of $f$ along the diagonal. Furthermore, let $F^{-1}$ be a diagonal matrix with elements of $f^{-1}$ along the diagonal. Also define the residual between the modeled and the detected field $r = Ax - b$. The Hessian in Equation 3.58 can then be written as

$$\nabla^2 f_o = \frac{1}{\tau} \left[ F_{-1}^{-2} A^T \frac{r r^T}{\tau} A - F_{-1}^{-1} A^T A + F_{+2}^{-2} \right]$$

(3.59)

Starting from a feasible solution $x$, which is one that satisfies the inequality constraints in Equation 3.55, we seek a Newton step in the direction $\Delta x$ towards the minimum of the objective function. Given that the gradient of the objective function is zero at its minimum, we can move towards the optimal value of $x^*(\tau)$ by taking steps $x^{k+1}(\tau) = x^k(\tau) + \alpha \Delta x$, where $0 < \alpha < 1$ and $\Delta x$ satisfies Equation 3.60.

$$\nabla^2 f_o(x) \Delta x = -\nabla f_o(x)$$

(3.60)

After each step $k$, the solution is evaluated for optimality. One metric used to evaluate
the optimality of the solution is the Newton decrement \((\lambda_N(x))\), defined in Equation 3.61. When the Newton decrement is less than a pre-defined tolerance on the optimality of \(x^*\), then \(x^*(\tau) := x^k\) is returned.

\[
\lambda_N(x) = \sqrt{\nabla f_o(x)^T \nabla^2 f_o(x)^{-1} \nabla f_o(x)} \tag{3.61}
\]

When the Newton iterations have converged to \(x^*(\tau)\), then \(\tau\) is increased by a factor \(\mu > 1\), and Newton’s method is used to find the next value of \(x^*(\mu \tau)\), starting from the point \(x^*(\tau)\). This is repeated until \(\tau\) is large enough that Equation 3.57 adequately approximates the original objective.

**Defining the optimality of \(f(x^*(\tau))\)**

Through an analysis of the Lagrangian of Equation 3.53, we can show that the difference between the optimal value of the log-barrier objective function at any value of \(\tau\) \((f_0(x^*(\tau)))\) and the optimal value of the original objective function \(p^* = f(x^*)\) is simply \(n/\tau\), where \(n\) is the number of inequality constraints \([87]\). First, we restate the optimization problem 3.57 in a more general form.

\[
\min_{x} f_0(x) \tag{3.62}
\text{subject to } f_i(x) \leq 0 \quad i = 1...n
\]

The Lagrangian of Equation 3.62, with Lagrangian multipliers \(\nu_i > 0\) is given in Equation 3.63.

\[
L(x, \nu) = f_0(x) + \sum_{i=1}^{n} \nu_i f_i(x) \tag{3.63}
\]

The Lagrange dual function is defined as a function of \(\nu\) for which the gradient of the Lagrangian with respect to \(x\) is zero, and is a lower bound on the objective function of
Equation 3.62.

\[ g(\nu) = \inf_x L(x, \nu) = \{ L(x, \nu) \mid \nabla_x L(x, \nu) = 0 \} \]  
(3.64)

\[ \nabla_x L(x, \nu) = \nabla f_0(x) + \sum_{i=1}^{n} \nu_i \nabla f_i(x) \]  
(3.65)

The difference between \( f_0(x) \) and \( g(\nu) \) is called the duality gap. When the duality gap is zero, \( f_0(x) = p^* \) is a global minimum of Equation 3.62.

We can also cast the system 3.62 in the log-barrier form in terms of the log-barrier function \( \phi(x) = -\sum_{i=1}^{n} \log(-f_i(x)) \).

\[
\min_{x} \quad f_0(x) + \frac{1}{\tau} \phi(x) 
\]  
(3.66)

The value \( x = x^*(\tau) \) that optimizes Equation 3.66 satisfies Equation 3.67.

\[
0 = \nabla f_0(x) + \frac{1}{\tau} \nabla \phi(x) \\
= \nabla f_0(x) + \sum_{i=1}^{n} \frac{-1}{\tau f_i(x)} \nabla f_i(x) 
\]  
(3.67)

Setting \( \nu_i(\tau) = \frac{-1}{\tau f_i(x^*(\tau))} \), Equation 3.67 satisfies Equation 3.65 for \( x = x^*(\tau) \). Given that the value of the primal objective function is bounded below at all points by \( g(\nu) \), then the duality gap can be determined by Equation 3.68.

\[
f_0(x^*) \geq g(\nu(\tau)) \\
= L(x^*(\tau), \nu(\tau)) \\
= f_0(x^*(\tau)) + \sum_{i=1}^{n} \frac{-1}{\tau f_i(x^*(\tau))} f_i(x^*(\tau)) = f_0(x^*(\tau)) - \frac{n}{\tau} 
\]  
(3.68)

Equation 3.68, demonstrates that the optimal value of the objective function in Equation 3.57 for any value of \( \tau > 0 \) is at most \( n/\tau \) suboptimal, and as \( \tau \to \infty \), \( f_0(x^*(\tau)) \to f_0(x^*(\tau)) \). This relationship is extremely valuable for defining stopping criteria for the log-barrier method of convex optimization. For a solution that is within a desired tolerance \( \epsilon \) of the true global minimum, simply choose to stop when \( \tau \leq n/\epsilon \). Evaluating the optimality
conditions for the solution at $x^*(\tau), \nu(\tau)$ results in the modified KKT conditions (Equations 3.69 through 3.72). The only difference between the modified KKT conditions (for inequality constrained problems) and the standard KKT conditions for equality constrained problems is in the complementary slackness condition. For the standard KKT conditions, we have $\nu_i f_i(x) = 0$. In our previous analysis, we found that at $x^*(\tau), \nu_i = -1/\tau f_i(x^*(\tau))$. Rearranging, we get the modified complementary slackness condition in Equation 3.71.

\[
f_i(x) \leq 0 \quad (3.69)
\]
\[
\nu_i \geq 0 \quad (3.70)
\]
\[
-\nu_i f_i(x) = \frac{1}{\tau} \quad (3.71)
\]
\[
\nabla f_0(x) + \sum_{i=1}^{n} \nu_i \nabla f_i(x) = 0 \quad (3.72)
\]

The primal feasibility condition, Equation 3.69, comes from the fact that $\log(-f_i(x))$ is undefined for $f_i(x) > 0$. Equation 3.70 follows from 3.69 and the choice of $\tau > 0$. Equations 3.71 and 3.72 come from the definition of $\nu(\tau)$ from Equation 3.67. Because this problem is convex, the modified KKT conditions are necessary and sufficient to show that for a given value of $\tau$, $f_0(x^*(\tau))$ is a unique minimum of Equation 3.66. As $\tau \to \infty$, $f_0(x^*(\tau)) \to f_0(x^*)$, where $x^*$ minimizes Equation 3.62. This is apparent in the modified slackness condition. As $\tau \to \infty$, $1/\tau \to 0$, and the modified KKT conditions more closely approximate the standard KKT conditions.

The solvers implemented by CVX seek to satisfy Equation 3.53 in as few operations as possible. Each performs this optimization in a slightly different way, for instance changing the step size selection, applying pre-conditioning matrices, or storing factorizations of the system to calculate the Newton step, each with the goal reach the most accurate solution in the fewest number of iterations. A detailed account of the differences between the approaches of the solvers available in CVX is given by Cai and Toh in memorial of Jos Sturm, the author of SeDuMi [89]. Because the system is convex, any solver will progress
toward the same global minimum. The choice of solver will only affect how close to the true minimum the optimization converges and how quickly it gets there [89]. We have tried both of the two free solvers in CVX, and found this to be true. However, due to ongoing open-source development of SeDuMi as part of the CVX package, we chose to use it in this work, and recommend using it for future work.

3.4.4 Bias correction

The matrix $A$ in equation 3.22 is biased towards solutions nearest the detectors. The bias correction of [90] is applied to correct for this. The first row of the matrix before and after the bias correction is applied is shown in Figure 3.9. Define a weighting matrix, $W$

$$W = \text{diag}(\|a_j\|^{-1})$$

(3.73)

where $a_j$ are the columns of $A$. Then,

$$A\tilde{x} = \tilde{b} \rightarrow AWW^{-1}x = b \rightarrow \hat{A}\hat{x} = b$$

(3.74)

where $\hat{A} = AW$ is now column unit normalized and $\hat{x} = W^{-1}x$. Equation 3.74 is put into the algorithms presented in the subsequent section to solve for $\hat{x}$, then the result is corrected to recover $x$.

$$x = W\hat{x}$$

(3.75)
To demonstrate the effect of column normalization for bias correction, we simulated a single dipole source at the center of the field of view, 3.5 cm below the central sensor, with a strength of $2 \times 10^4 \text{pJT}^{-1}$. We calculated the signal vector $b$ using the forward model considering a single stage position and no added noise. We then performed the reconstruction with and without the column normalization. The data fidelity parameter was set to $1 \times 10^{-4}$ to account for rounding error. The results of the reconstruction are shown in Figure 3.10. Both reconstructions had a residual $\|Ax - b\|$ equal to $1 \times 10^{-4}$, but the reconstruction without the column normalization had a smaller L1 norm ($\|x_W\|_1 = 5.7 \times 10^{-3}$) than the column normalized reconstruction ($\|x_A\|_1 = 2 \times 10^4$). This demonstrates the ill-posedness of the problem. With the un-normalized system matrix, the algorithm was able to find a solution that satisfied the residual requirement using a collection of small dipole sources.
moments located very close to the detectors. Since the L1 norm is the total magnitude of the voxels in the solution, multiple small dipoles near the detector can account for the detected field and have a total magnitude smaller than a single large dipole farther from the detectors. When the columns are un-normalized, the voxels near the detectors require a much smaller moment to produce the same field as a large moment in a voxel farther from the detectors. Therefore, to minimize the total moment, the solution is weighted more heavily towards voxels near the detectors. By normalizing the columns of the system matrix, each voxel is given an equal weight regardless of its location, so the solution is no longer biased towards the voxels closest to the detector.

Figure 3.10: The reconstruction with (right) and without (middle) the column normalization for depth bias correction. Without the normalization, the solution is confined to the voxels closest to the detectors, whereas after the column normalization, the reconstruction closely resembles the true source distribution (left).
Chapter 4

Calibrating the forward problem

The success of the reconstruction algorithm is inherently dependent on the accuracy of the forward model. In this case, the forward model assumes that the location of the magnetic field measurements is precisely known, so that any uncertainty in the measurements is from noise alone. In order to best satisfy this assumption, we take a data-driven approach to defining the sensor locations. We start with the locations provided in the drawings of the system, then use a sensitivity map to find the sensor location parameters that best account for the measured field from a source at a known location. Then we can better identify where an unknown source is given the known sensor locations.

Inside the dewar, six gradiometers are arranged in a hexagonal pattern around a central gradiometer. The six outer sensors are tilted slightly so that the bottom coils sit on the surface of an imaginary sphere. The location of the gradiometers is defined by four parameters, shown in Figure 4.1: in (a), the angle of rotation between the central and outer gradiometers, \( \phi \), the radius of the imaginary sphere, \( h \), in (b) the rotation of the array around the \( z \) axis, \( \theta \), and in (c) the offset in the \((x,y)\) plane between the center of the stage and the center of the central gradiometer, \( d \).

Each SQUID sensor is made up of two components: a pickup coil and the SQUID circuitry. A second-order gradiometer pick-up coil, shown in Figure 4.1a, converts the magnetic field into an electrical current [91]. The gradiometer consists of three pickup coils.
Figure 4.1: Illustration of the sensor parameters
spaced 4 cm apart. The coils consist of the equivalent of one turn at the bottom and top, and two turns in the middle wound counter to the top and bottom turns. This gives the gradiometer its spatial-gradient characteristic. The relationship between induced current and magnetic flux through each coil as described in Equation 4.1. The current induced by the magnetic field flows from the gradiometer to the second component of the sensor, the SQUID circuit. This highly sensitive, near zero resistance circuitry converts the extremely small induced currents into the voltage that is recorded by the software.

\[ I = \Phi_1 - 2\Phi_2 + \Phi_3 \] (4.1)

The flux through each loop (\( \Phi \)) is integral of the component of the magnetic field (\( b \)) perpendicular to the loop over the area of the loop. To calculate the flux, we approximate the integral with a summation over \( N \) segments of a loop with centers at \( r_i \) and area \( a_i \), as in Equation 4.2.

\[ \Phi(\vec{r}) = \int_A b(\vec{r}) \cdot dA \approx \sum_{i=1}^{N} b(\vec{r}_i)a_i \] (4.2)

Using the technique described in [92], we discretize the coil into equal segments and calculate the magnetic field in each segment, as shown in Figure 4.2. Figure 4.3 shows the convergence of the flux calculation with an increasing number of segments using both a radial and equal discretization.

To accurately calculate the magnetic field at each point within the loop, the forward model requires the precise position and orientation of the center of each loop of each pickup coil relative to the source location to correctly correlate the detected field values to the source dipole. First, we define the location of the center of the bottom coil of the central sensor (Sensor 1) to be a distance \( h \) above the origin, at the coordinates \((0, 0, h)\). The middle and top coils are then located at \((0, 0, h+4 \text{ cm})\) and \((0, 0, h+8 \text{ cm})\), respectively. From there, the location of the coils in Sensor 2 are found by applying a rotation of \( \phi \).
Figure 4.2: The magnetic field calculated at each segment of the discretized sensor coil using the equal discretization scheme for the central (left two columns) and outer (right two columns) sensors.
Figure 4.3: The calculated flux converges as the number of segments increases for both the radial and equal discretization methods.
around the $y$ axis to the coils of Sensor 1. Then the location of the coils in sensor 3 are found by rotating the coils in Sensor 2 by $\pi/3$ around the $z$ axis. Similarly, the location of Sensors 4 through 7 are found by applying a rotation of $\pi/3$ to the previous sensor’s location. Once the sensor locations relative to the central sensor are found, the array is aligned with the stage coordinate system by rotating the entire sensor array around the $z$ axis by an additional $\theta$, and applying a shift $d = (d_x, d_y)$ to account for the displacement between the central sensor and the center of the stage. Finally, the origin is moved to the plane of the bottom coil of the central sensor by subtracting $(0, 0, h)$ from each sensor location.

Given the voltage ($V$) recorded by a sensor from a source with a known dipole strength $\mu$ at a known location ($\vec{r}_s$), we can solve for the sensor location parameters $\phi$, $\theta$, $d$, and $h$. The voltage recorded by the system is a function of the flux through each coil of a sensor multiplied by a calibrated constant to convert from Volts to magnetic flux ($C$) (Equation 4.3).

$$V = C \left[ \Phi_1(\mu, \vec{r}(\phi, \theta, h, \vec{d}) - \vec{r}_s) - 2\Phi_2(\mu, \vec{r}(\phi, \theta, h + 4, \vec{d}) - \vec{r}_s) + \Phi_3(\mu, \vec{r}(\phi, \theta, h + 8, \vec{d}) - \vec{r}_s) \right]$$

(4.3)

Where

$$\vec{r}(\phi, \theta, h + \delta, d) = \begin{bmatrix} \cos(\phi) \cos(\theta) & -\sin(\theta) & \sin(\phi) \cos(\theta) \\ \cos(\phi) \sin(\theta) & \cos(\theta) & \sin(\phi) \sin(\theta) \\ -\sin(\phi) & 0 & \cos(\phi) \end{bmatrix} \begin{bmatrix} 0 \\ 0 \\ h + \delta \end{bmatrix} - \begin{bmatrix} d_x \\ d_y \end{bmatrix}$$

(4.4)

4.1 Methods

To find the unknown parameters, we measured the magnetic field from a single point source phantom (Figure 4.4) at 81 points in the x-y plane at two depths 0.9 cm apart, for a total of 162 source locations. The distance from the source at a given depth to the
origin along the z-axis was unknown, but because the increment in depth was known, the
starting position in z relative to the origin at the plane of the sensors could be included in
the optimization as an additional unknown parameter. Specifically, the distance along the
z-axis from the plane of the bottom coil to the source with the 0.9 cm spacer in place was
defined as $z$. Then when the spacer was removed, the depth of the source was $z + (-0.9)$ cm.
The exact strength of the source was also unknown, but because it was constant over all of
the data, it too could be solved for in the optimization. Altogether our system of equations
consisted of 1,134 data points (81 x-y locations $\times$ 2 depths $\times$ 7 sensors) and 7 unknown
parameters ($\phi, \theta, d_x, d_y, h, z$ and $\mu$). The parameters were fit to the measured field ($V_{ij}$)
at each sensor located at $\vec{r}_i$ and each source location $\vec{r}_j$ by the constrained optimization
in Equation 4.5. Because only one source strength was used, and the mass of particles
was unknown, we set $C = 1$ for this calibration. The value of $C$ can be calibrated by
measuring a coil with a known magnetic moment. Using $C = 1$, the parameter $\mu$ found
in the optimization will be scaled by a factor of $C$. However, the other parameters will
be unaffected because only the magnitude of the detected signal is affected by $C$, and the
other parameters are determined by the shape of the field.

$$
\min \sum_{i=1}^{7} \sum_{x_j, y_j} \left( V_{ij} - b(\mu, \vec{r}_i(\phi, \theta, h, \vec{d}) - [x_j, y_j, z]) \right)^2 \quad \text{subject to}
\begin{align*}
0 < \phi &\leq \pi/4 \\
0 \leq \theta &\leq 3\pi/2 \\
10 \text{ cm} \leq h &\leq 30 \text{ cm} \\
-6 \text{ cm} \leq z &\leq -1 \text{ cm} \\
0 \leq \mu &\leq 1 \times 10^8 \text{pJ/T} \\
-4 \text{ cm} \leq d_x &\leq 4 \text{ cm} \\
-4 \text{ cm} \leq d_y &\leq 4 \text{ cm}
\end{align*}
$$

(4.5)
Where

\[
\begin{align*}
    b(\mu, \vec{r}_i(\phi, \theta, h, \vec{d}) - [x_j, y_j, z]) &= \frac{1}{a} \left[ \Phi(\mu, \vec{r}(\phi_i, \theta + \pi/3(i - 2), h, \vec{d}) - [x_j, y_j, z]) \\
    -2\Phi(\mu, \vec{r}(\phi_i, \theta + \pi/3(i - 2), h + 4, \vec{d}) - [x_j, y_j, z]) + \Phi(\mu, \vec{r}(\phi_i, \theta, h + 8, \vec{d}) - [x_j, y_j, z]) \right]
\end{align*}
\]

\[
\phi_i = \begin{cases} 
    0 & i = 1 \\
    \phi & i \neq 1 
\end{cases} \tag{4.6}
\]

Figure 4.4: Phantom configuration (a) with both spacers (b)

A series of 30 background pulses with no source present was taken before each set of data at a given depth. The background field was subtracted from each data point before optimization. Twenty measurements of the magnetic field were recorded at each source location. The stage was not moved from its position at the origin at any point during data collection. At each depth, the source was started at the upper-left-most position in the grid phantom, which corresponds to (-3.6 cm, 3.6 cm) in (x, y). From there, it was moved to the right one position (0.9 cm) at a time until it reached (3.6 cm, 3.6 cm). Then it was moved back to the left-most side of the grid and down one position (0.9 cm) in y to (-3.6 cm, 3.6 cm).
Table 4.1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi$</td>
<td>Sensor rotation angle</td>
<td>0</td>
<td>$\pi / 4$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Dewar rotation angle</td>
<td>0</td>
<td>$3\pi / 2$</td>
</tr>
<tr>
<td>$h$</td>
<td>Distance to axis of rotation</td>
<td>10 cm</td>
<td>30 cm</td>
</tr>
<tr>
<td>$z$</td>
<td>Depth of the phantom source</td>
<td>-6 cm</td>
<td>-1 cm</td>
</tr>
<tr>
<td>$m$</td>
<td>Magnetic moment of the phantom source</td>
<td>0</td>
<td>$1 \times 10^8$ pJ T$^{-1}$</td>
</tr>
<tr>
<td>$d_x$</td>
<td>Offset between stage and sensor array in $x$</td>
<td>-4 cm</td>
<td>4 cm</td>
</tr>
<tr>
<td>$d_y$</td>
<td>Offset between stage and sensor array in $y$</td>
<td>-4 cm</td>
<td>4 cm</td>
</tr>
</tbody>
</table>

...cm, 2.7 cm), and then across to the right. This was repeated until the source reached the bottom-most-right position at (3.6 cm, -3.6 cm). After all 81 points had been measured with one spacer, the spacer was removed and the process was repeated with no spacer.

The raw data was preprocessed using our flux jump correction method followed by a curve fitting procedure to determine the magnitude of the magnetic field represented by each decay curve, described in Section 3.3.2 [76]. Thirty measurements of the magnetic field were output from the preprocessing for each source location. From each group of 30, outliers -defined as data points outside of +/- 2 standard deviations of the sample mean- were removed, and the remaining initial field values were averaged to get a single estimate of the residual magnetic field at each sensor for each source location. Then, the data was fit to the forward model using the trust region reflective algorithm included in the MATLAB function \texttt{lsqnonlin} to find the detector location parameters which best accounted for the measured data. The optimization was bound by physically reasonable parameter limits, listed in Table 4.1. To ensure that the solution was indeed a global minimum, the optimization algorithm was run with 1000 iterations of starting conditions randomly sampled from a uniform distribution within the bounds of the sensor location parameter values.

The optimization was conducted with the midpoint approximation as well as the discretized model. In order to keep the computational time reasonable, the discretized forward problem used a sensor area discretization of 12 equal area samples and one sample...
in the center with half the area of the others, as shown in Figure 4.5. In addition to the discretized approach, the optimization was run using the midpoint approximation. The midpoint approximation method is identical to the calculation described above, but uses only a single discretization step. In this way, the magnetic field at the center of the coil is used as an approximation of the average of the field across the entire area of the coil, which significantly reduces the computational time required to calculate the forward problem. Figure 4.2 shows the effect of this approximation (equivalent to one discretization level) relative to the discretized model for increasing levels of discretization. If the discretized model does not substantially improve the fit of the model to the data, it would be highly preferable to use the midpoint approximation approach due to the significant reduction in computational time required to recalculate the forward model for every set of data.

Figure 4.5: Discretization of the gradiometer coils for the forward problem optimization

The model/data agreement was characterized according to Equation 4.7, as well as the average absolute difference over all of the sensor locations.

\[
\text{\% error} = \frac{\|B_{i,\text{modeled}} - B_{i,\text{detected}}\|}{\|B_{i,\text{detected}}\|} \times 100
\]  

(4.7)
<table>
<thead>
<tr>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi )</td>
</tr>
<tr>
<td>( \theta )</td>
</tr>
<tr>
<td>( h )</td>
</tr>
<tr>
<td>( d_x )</td>
</tr>
<tr>
<td>( d_y )</td>
</tr>
<tr>
<td>( z )</td>
</tr>
<tr>
<td>( m )</td>
</tr>
</tbody>
</table>

Table 4.2: Initial and optimized forward model parameters

4.2 Results

4.2.1 Optimized sensor parameters

The optimized parameter results of the midpoint approximation for which the optimization resulted in a local minimum are shown in Figure 4.6. By looking at the 2D histogram values, we can see to which parameter value most of the optimizations converged, and confirm that the modes of these distributions belong to the same solution. For example, any mode on a histogram can be followed across the column to identify the cluster of solutions that correspond to complementary values of the other parameters. From this analysis, we find the global optimum sensor location parameter values, listed in Table 4.2 along with the parameters derived from the system drawings. The strength of the phantom source was found to be \( 1.33 \times 10^5 \text{ pJT}^{-1} \) and the depth with the spacer in place was found to be -3.12 cm below the lowest coil of Sensor 1. The magnetic field predicted using the new model parameters is visibly a good representation of the actual measured data, as shown in Figures 4.7 and 4.8. The percent agreement between the model and the data, as defined by Equation 4.7 was 4.53%.
Figure 4.6: Distribution of optimal parameter values from optimizations of the midpoint model which converged to a local minimum, or for which the change in the solution or residual was less than the specified tolerance of $1 \times 10^{-6}$. 1D histograms shown on the diagonal of the distribution of a single variable.
Figure 4.7: The modeled field using the midpoint model optimized parameters (left column), the measured data (middle column) and the residual between the two (right column) for each sensor (rows), as a function of the source location with the spacer in place.
Figure 4.8: The modeled field using the midpoint model optimized parameters (left column), the measured data (middle column) and the residual between the two (right column) for each sensor (rows), as a function of the source location with no spacer in place.
Figure 4.9: Distribution of optimal parameter values from optimizations of the discretized model which converged to a local minimum, or for which the change in the solution or residual was less than the specified tolerance of $1 \times 10^{-6}$ 1D histograms shown on the diagonal of the distribution of a single variable.

Surprisingly, the optimal parameters found using the discretized sensor model, listed in the right hand column of Table 4.2, do not agree with the technical drawings as well as those found using the midpoint approximation. The biggest differences are in the pa-
rameters $\phi$ and $h$, which are related through the arc angle $\alpha = h \sin \phi$. These parameters determine the normal vector of and location of the coils of Sensors 2 through 7, located on the outer ring of the array. This has a large influence on the reconstructed depth, and therefore also the strength, of the source. Accordingly, these were also different for the discretized model. The discretized model had a percent error of 19.3%.

We can tell from Figure 4.9 that it is unlikely that the discrepancy is due to the optimization finding a local minimum because the optimal values from optimizations which converged to a local minimum are tightly clustered around a small range of values. Still, the minimum residual values for this set of parameters is comparable than that found using the midpoint approximation, indicating that the parameters found using the midpoint approximation fit the measured data about as well as those found using the fully discretized model. From Figures 4.10 and 4.11 we can see that the optimized discretized model tends to overestimate the detected field values, especially towards the center of the field of view where the signal is strongest.

From this data we can also evaluate the agreement between the model and the data, both with and without the discretization. The agreement between the measured data and what is predicted by the model is directly related to the maximum quality of the reconstruction and limit of detection in that we must allow the reconstruction to differ from the detected field to an amount necessary to account for disagreement between the model and the detected data, which will inherently limit the accuracy of the reconstruction. To assess the difference between the two models, the optimal sensor location parameters, source strength and depth found in each optimization were used to calculate the expected magnetic fields for each known source position. The measured field values were plotted against the expected field values from each model, and fit with a line, shown in Figure 4.12. For perfect model/data agreement, the slope and intercept of the line would be 1 and 0, respectively, and all of the data points would lie along the line, resulting in a $R^2$ of 1. For the discretized model, the average absolute difference between the modeled and measured
Figure 4.10: The modeled field using the discretized model optimized parameters (left column), the measured data (middle column) and the residual between the two (right column) for each sensor (rows), as a function of the source location with the spacer in place.
Figure 4.11: The modeled field using the discretized model optimized parameters (left column), the measured data (middle column) and the residual between the two (right column) for each sensor (rows), as a function of the source location with no spacer in place.
Figure 4.12: Model/data agreement using (a) discretized sensor model and (b) midpoint approximation to the sensor model

values was $7.1 \times 10^{-4}$ pT, and the slope of the linear fit between modeled and measured data was 0.95, indicating that the measured values tended to be lower than expected from the model. The $R^2$ of the linear fit was 0.994. When the optimized midpoint approximation was used, the average difference between measured and modeled values was $4.9 \times 10^{-4}$ pT, an improvement of more than 30%. The slope of the linear fit increased to 1.00, and the $R^2$ increased to 0.997. This substantial improvement from a change in the sensor tilt angle of less than 2 degrees emphasizes the importance of having an accurate description of the sensor location parameters.
4.2.2 Noise analysis

We can also use this calibration data to characterize the noise in the data. There are two assumptions we make regarding the noise characteristics of the data that must be tested. The first is that the noise is independent of the signal strength, and the second is that it is approximately normally distributed. We used the data from the calibration phantom study to test these hypotheses. First, we computed the Pearson’s linear correlation coefficient (Equation 4.8, in which $\bar{x}$ is the mean of a vector $x$) to determine linear correlation between the mean and standard deviation of the measurements of each sample location [93]. The results for each sensor are shown in Figure 4.13. Then, we subtracted the mean of each data set from each of the data points in the set, and fit the resulting distribution to a normal curve, as shown in Figure 4.14.

$$
corr(x, y) = \frac{\sum_{i=1}^{n}(x_i - \bar{x})(y_i - \bar{y})}{[\sum_{i=1}^{n}(x_i - \bar{x})^2 \sum_{i=1}^{n}(y_i - \bar{y})^2]^{1/2}}
$$

(4.8)

4.3 Conclusions

In this chapter, we calibrated the parameters that determine the location of the sensors in the forward model to data collected from a single point source located at each of 162 positions that spanned the field of view, and quantified the agreement between our model and the data. To better understand the benefit gained from discretizing the sensor coils to better estimate the magnetic flux, we conducted the study twice: once using the discretized forward model, and once using the field at the center of the coil to approximate the field over the entire coil. The benefit of the midpoint approximation method is that it is significantly less computationally expensive because it requires only one calculation of the field per sensor coil, whereas the discretized model must calculate the field at each discrete location in the coil which in this case was 13. To ensure that the optimization
Figure 4.13: The correlation coefficient for the mean and standard deviation of each measurement (left) and the distribution of the difference from the mean (right) for each sensor.
Figure 4.14: Distribution of pulse deviation from the mean for all pulses in the calibration data set
did not find a local minimum or a non-physical value, a bounded optimization using a trust-region-reflective algorithm was performed with 1000 starting conditions randomly selected from a uniform distribution of physically feasible values. The optimal parameter values found using the midpoint approximation were in good agreement with those listed in the technical drawings of the sensor array, but the discretized model found a slightly different tilt angle for the sensors around the outer ring of the array. Additionally, the optimized midpoint approximation model actually fit the detected data better than the discretized model. This result was surprising because we would expect that discretizing the area of the pickup coil would lead to a more accurate estimation of the magnetic flux, which would in turn result in a better fit to the detected data. While unexpected, this result is encouraging because the superior model is also the more computationally convenient method.
Chapter 5

*In Silico* Studies of the Reconstruction Algorithm

In this chapter, we characterize the behavior of the reconstruction algorithm as a function of experimental and reconstruction design parameters through simulations. Before testing the algorithm experimentally, it is important that we have a good understanding of how both experimental parameters such as the number of stage positions and number of pulses collected at each stage position, and the reconstruction parameters such as the field of view and the data fidelity parameter, affect the end results of the reconstruction. As described in Chapter 3, the data fidelity parameter is crucial to the final reconstruction. Therefore, we focus on the selection of the data fidelity parameter throughout the chapter, and evaluate it repeatedly in conjunction with the experimental parameters. First, we review in detail the role of the data fidelity parameter in balancing the noise and accuracy of the reconstruction. Then, we present three potential methods of determining the data fidelity parameter as a function of the data. Finally, we evaluate through simulations the interaction of the data fidelity parameter and experimental parameters of the number of stage positions and the number of pulses per stage position. The work presented in this chapter will help provide a theoretical foundation on which to base future experimental methods for optimal results. In the following chapter, we will see these principles applied to measured data to compare with the current method of reconstruction.
5.1 Theory and motivation

As introduced in Chapter 3, the balance between the sparsity of the reconstruction and the degree to which it accounts for the measured data is determined by the choice of the parameter $\lambda$ in Equation 3.53. As shown in Figure 3.8, $\lambda$ is bounded between 0 and $||b||$. If $\lambda \geq ||b||$, then the optimal solution to Equation 3.53 is simply 0, because there is no smaller possible value for the l1-norm than $||0||_1 = 0$, and it is in the domain of the constraint: $||A0 - b|| = ||b|| \leq \lambda$. As $\lambda$ decreases, the reconstruction becomes less sparse and better fits the measured data. As $\lambda \to 0$, the reconstruction begins to fit the noise, and may become infeasible in cases with low signal to noise ratio (SNR). When $\lambda = 0$, a solution $x^*$ is only feasible if it satisfies $Ax^* = b$. If there is any uncertainty in $b$ such that it is not identical to the signal generated by the true solution $Ax \neq b$, then it is clear that if a solution $x^*$ to Equation 3.53 exists, it must be different from the true solution. The value of $\lambda$ is bounded below by zero because it is the upper limit on a norm and a norm must be positive. Therefore, at some value of $\lambda$ between $||b||$ and 0, there is an optimal reconstruction that best approximates the true source distribution without overfitting the noise. However, the exact value of this optimal $\lambda$ cannot be determined a priori, and must be estimated as best as is possible. Here, we consider a method of selecting a suitable value for $\lambda$ using the chi-squared metric. As discussed previously, the parameter $\lambda$ accounts for the inherent mismatch between the model and the measured data. This discrepancy is due to low frequency environmental shifts in the detected magnetic field, uncertainty introduced during preprocessing and initial field estimation, and inaccuracies in the forward model. While every effort is taken to minimize these uncertainties, they cannot be eliminated entirely. Due to the random nature of the uncertainty, it cannot be known explicitly, but it can be characterized and estimated to the best of our ability. Here, we will describe how we determine a value of $\lambda$ that is likely to achieve an adequate balance between an accurate and noisy solution.
The simplest approach is to recognize that, at least mathematically, the parameter \( \lambda \) should be equal to the norm of the difference between the detected field and the field calculated from the model of the source distribution. Ideally, the difference between the detected and modeled field should be only the noise. However, since the noise is random, we cannot know it explicitly except for in simulations. It is useful to explore the effect of the parameter on the reconstruction using simulations where the true signal and the true noise is known exactly. In this scenario, we would expect that the difference between the simulated source distribution and the reconstructed source distribution would be minimized when \( \lambda = ||b - b^*|| \), where \( b^* \) is the field calculated from the forward model of the simulated source distribution, and \( b = b^* + n \) is the signal model plus a known noise vector \( n \in \mathcal{N}(0, \sigma) \).

However for real data acquisition, the true noise vector is not explicitly available, and the upper bound on the norm of the error in the detected field must be estimated from the data. One approach uses the properties of the chi-squared distribution to estimate a likely upper bound on the residual norm \([78, 94]\). The chi-squared distribution is defined in Equation 5.1 for a random variable \( x_i \) from a normal distribution with expected value \( E(x_i) \) and variance \( \sigma^2 \).

\[
\chi^2(k) = \sum_{i=1}^{k} \left( \frac{x_i - E(x_i)}{\sigma_i} \right)^2
\]  
(5.1)

Substituting \( b_i \) for the field value observed at sensor location \( i = 1 : k \) and an expected value of \( a_i x \), where \( a_i \) is the i-th row of the matrix \( A \) results in Equation 5.2.

\[
\chi^2(k) = \sum_{i=1}^{k} \left( \frac{b_i - a_i x}{\sigma_i} \right)^2
\]  
(5.2)

Under the assumption that the noise is consistent across all sensors, \( \sigma \) can be factored out and the remaining sum is equivalent to the square of the norm of the residual.

\[
\chi^2(k) = 1/\sigma^2 ||A x - b||^2
\]  
(5.3)
As a property of the chi-squared distribution, the probability of observing a value of \( \chi^2 \) greater than two standard deviations (\( \sqrt{2k} \)) above the mean (\( k \)) of the distribution is small (less than 5%). Therefore, we want to select a value for the tolerance parameter that is greater than or equal to this limit.

\[
\chi^2(k) = \frac{1}{\sigma^2} \| A\mathbf{x} - \mathbf{b} \|^2 \leq k + 2\sqrt{2k}
\]

\[
\| A\mathbf{x} - \mathbf{b} \|^2 \leq \sigma^2(k + 2\sqrt{2k}) \quad (5.4)
\]

\[
\| A\mathbf{x} - \mathbf{b} \| \leq \sqrt{\sigma^2(k + 2\sqrt{2k})} = \lambda
\]

For application to SPMR, \( k \) is defined as the number of sensor locations. There are two ways to consider the value used for \( \sigma \). One way is to consider it to represent the expected standard deviation of the measured data. This approach does not take into account that the \( \mathbf{b} \) in Equation 5.4 is an average of multiple pulses, and therefore is a "worst case scenario" estimate of the error. A more accurate approach would be to consider \( \sigma \) to be the standard error on the mean, or an estimate of the distance between the mean of the measurements and the true value of the magnetic field. This approach takes into consideration the number of pulses that are collected at each stage position by dividing the variance of the pulses by the number of pulses collected at each stage position, \( N \), as in Equation 5.5.

\[
SE = \frac{\sigma}{\sqrt{N}} \quad (5.5)
\]

We will investigate both methods, defined in Equations 5.6 and 5.7 in which \( \sigma \) is the standard deviation of the measurements, \( k \) is the number of sensor locations, and \( N \) is the number of measurements per sensor location.

\[
\lambda_\sigma = \sqrt{\sigma^2(k + 2\sqrt{2k})} \quad (5.6)
\]

\[
\lambda_{SE} = \sqrt{\frac{\sigma^2}{N} \left( k + 2\sqrt{2k} \right)} \quad (5.7)
\]
In this section, we will investigate these three methods for defining the data fidelity parameter $\lambda$ which balances the sparsity of the reconstruction and the agreement with the measured data. The first comes from the mathematical description of $\lambda$ as the Euclidean distance between the true field ($b^*$) and the simulated noisy detected field ($b$), which we will call $\lambda_{\Delta b}$ (Equation 5.8). However, since the error in the detected field is not explicitly known from real measurements, it is only feasible to calculate this in simulations. Additionally, as demonstrated theoretically in Figure 3.8, the reconstruction at $\lambda = \lambda_{\Delta b}$ may not be the reconstruction closest to the true solution ($x_t$).

$$
\lambda_{\Delta b} = ||b - b^*||
$$

(5.8)

The other two are derived from the chi-squared function. The first, defined in Equation 5.6, uses the standard deviation of the pulses to approximate the error in the detected field, and is an upper bound estimate of the optimal choice of $\lambda$, since it does not consider that the magnetic field used for reconstruction is an average of multiple measurements. Given multiple assumptions that are implicit in the use of the chi-squared function - such as normality in the error and identical uncertainty from each detector - it may be useful in applications with real data. The second, defined in Equation 5.7, accounts for the number of pulses at each sensor location. The benefit of $\lambda_{SE}$ is that it considers all of the factors that could impact the reconstruction: the number of stage positions, the number of pulses per stage position, and the noise. However, it relies on many simplifying assumptions which real data may not strictly adhere to. Ergo, it may tend to under-approximate the best choice of $\lambda$ when applied to real measurement data, which could result in excessively noisy solutions and a potential reduction in sensitivity.

As described above, the parameter is inherently dependent on the number of stage positions (through $k$), the noise in the data (through $\sigma$), and the number of pulses per stage position (through $N$). The following analysis is divided into two sections. The first will look at the effect of the number of stage positions for a constant number of pulses per stage.
position. The second will investigate the effect of the number of pulses per stage position while keeping the number of stage positions constant. Both analyses will be conducted for distributions of one and two sources, both over a range of SNR levels from 0 to 20 dB.

5.2 Methods

The general procedure for the following simulation studies is as follows. A baseline detected field \( (b_b) \) was calculated from a baseline source distribution according to the forward model presented in Chapter 4. The true magnetic field \( b^* \) and true source distribution \( x_t \) were determined by scaling the baseline source strength and detected field by a factor of \( C \) to achieve the desired SNR. SNR\(_{dB} \) is defined in Equation 5.9 wherein \( b \) is the average value of \( N \) measurements of the magnetic field with standard deviation \( \sigma \) at each of \( i = 1 \ldots M \) sensor locations. The baseline source distributions and the corresponding baseline magnetic fields are shown in Figure 5.1.

\[
\text{SNR}_{dB} = 10 \log_{10} \left( \frac{b}{\sigma} \right) \tag{5.9}
\]

\[
C = \frac{\sigma 10^{\frac{\text{SNR}_{dB}}{10}}}{b_b} \tag{5.10}
\]

A single measurement of the magnetic field was simulated by adding a noise vector randomly sampled from a normal distribution with zero mean and a standard deviation of \( 4.9 \times 10^{-4} \) pT. The final noise-corrupted measured field, \( b \), was simulated by taking the average of \( N \) simulated measurements where \( N \) is the number of pulses per stage position. To accurately simulate the procedure for measured data, the standard deviation of the measurements was estimated by subtracting \( b \) from each of the measurement vectors and calculating the standard deviation of the result.
Figure 5.1: The baseline single and two-source distributions and the corresponding magnetic field detected at three stage positions used in the simulation studies.
5.3 Effect of number of stage positions

In most linear systems, the stability of a solution in the presence of noise is dependent on the condition of $A$, that is the independence of the information in the rows (determined by the sensor locations) and the columns (determined by the voxel locations). Others have shown the effects of the extent of the field of view as well as the number of sensors and voxels on the quality of the solution from a 2-dimensional TSVD reconstruction through simulations of a single point source [95]. This work showed that for an overdetermined system, a grid of fewer voxels improved the condition of the matrix, and thus the quality of the reconstruction. Groups working with multiple excitation coils have also investigated optimizing the system matrix by adjusting the location and pattern of the sensors, the excitation coils, and the voxels [6, 60–63, 96]. Here, we will see if these principles are conserved for a system with much fewer sensor locations, a 3-dimensional field of view, and a sparse reconstruction method.

All three of the values of $\lambda$ that we investigated increase as a function of the number of stage positions. This is necessary because the domain of feasible values of $\lambda$ has an upper bound of $||b||$, which increases as the number of non-zero elements increases. The actual difference between the detected field and the true field increases approximately linearly with the norm of the signal vector, assuming the added noise is random, and with $1/\sqrt{s}$ for $s$ stage positions. According to Equations 5.6 and 5.7, the values of $\lambda_{\sigma}$ and $\lambda_{SE}$ go as $\sqrt{7s + 2(\sqrt{14}s)}$ with $s$ stage positions. This means that the values of $\lambda_{SE}$ and $\lambda_{\sigma}$ increase more slowly with the number of stage positions than the magnitudes of the signal vector and corresponding noise vector. To explain this relationship, consider that as the number of stage positions increases, more information is available for the reconstruction, but benefit is tempered by the increase in the magnitude of the noise vector. However, the fact that $\lambda_{\sigma}$ and $\lambda_{SE}$ both overestimate and increase more slowly than the norm of the error vector means that they should more closely approximate the norm of the error vector.
with additional stage positions.

The results are reported in most cases in terms of SNR_{db} so that they can be generalized for systems with different noise characteristics to arrive at a final conclusion with respect to minimal detectable source strength. To account for the scaling of the source strength, the error in the reconstructed distribution \( \mathbf{x}^* \) was normalized to the magnitude of the true source distribution, as in Equation 5.11.

\[
\text{Error}_x = \frac{||\mathbf{x}^* - \mathbf{x}_t||}{||\mathbf{x}_t||} \tag{5.11}
\]

The error metric in Equation 5.11 is useful mathematically for deriving generalized reconstruction guarantees and error bounds, but it may not accurately quantify what an end user of SPMR would consider to be error. For example, if a dipole of the exact strength of the true solution is reconstructed even one pixel away from the true solution, the Error\(_x\) will be equal to \( \sqrt{2} \). A user however, may consider that to be a pretty accurate solution because the moment accuracy is 100% and the location accuracy is one pixel. To better capture how a user would evaluate a reconstruction we defined a new metric called the region of interest accuracy. The ROI accuracy is a ratio of the sum of the reconstructed voxels within a designated ROI around the true source to the total strength of the true source, as in Equation 5.12. The results in terms of Error\(_x\) and further justification for using ROI accuracy are presented in 8.1.1.

\[
\text{ROI accuracy} = \frac{\sum_{x^* \in \text{ROI}} x^*}{\sum x_t} \tag{5.12}
\]

The ROIs used to calculate the ROI accuracy for the single source and two-source distributions are shown in Figure 5.2. All ROIs were defined from -4 cm to -2 cm in \( z \), inclusive, to avoid the noise at the top and bottom limits of the field of view. The extent in \( x \) and \( y \) was chosen to be large enough to wholly encompass any voxels near the intended source position and be of the same size without overlapping each other. For the single
source case, the ROI consisted of a $1 \text{ cm} \times 1 \text{ cm} \times 2 \text{ cm}$ region that extended from -0.5 cm to 0.5 cm in $x$ and $y$. For the two-source distribution, the ROI was split into two parts, one for each source. Each was the same size as the single source ROI, but shifted to center at (-1 cm, 1 cm) and (1 cm, -1 cm) in $(x,y)$.

![Figure 5.2: The regions of interest (ROI) around the true source location used in the calculation of the ROI accuracy for the single source (a) and two source (b) distributions.](image)

5.3.1 Methods

First, the one and two-source distributions used in Section 5.4 were reconstructed with no additional noise for values of $\lambda$ between 0 and $||b||$. When no noise is added $\sigma = 0$, and therefore $\lambda_{\sigma} = \lambda_{SE} = 0$. The reconstructions were repeated with 1 to 9 stage positions, shown in Figure 5.3. The stage positions are listed in order in Table 5.1. These stage positions were selected because they result in a nearly even distribution of sensor locations across the field of view, and require only 0.5 cm interval movements. The ROI accuracy was calculated for each reconstruction as a function of $\lambda$. Finally, the accuracy was evaluated as a function of stage position at a constant value of $\lambda = 1.4 \times 10^{-4}||b||$, to
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Table 5.1: The stage positions used in the *in silico* study, listed in the order that they are added to the sequence.

<table>
<thead>
<tr>
<th>Stage position</th>
<th>x cm</th>
<th>y cm</th>
<th>z cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>-1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>-0.5</td>
<td>0.5</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>-0.5</td>
<td>-0.5</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0.5</td>
<td>-0.5</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0.5</td>
<td>0.5</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 5.3: The 9 stage positions used in the investigation of stage positions, with the additional stage position shown in red.

Noise was added to the data at the SNR levels used in Section 5.4. An average over 30 pulses was reconstructed with 40 values of $\lambda$ between $1 \times 10^{-4}||b||$ and $||b||$, plus $\lambda_{SE}$.
λ_σ , and λ_Δb . The ROI accuracy was calculated for each reconstruction using the ROIs defined in Section 5.4.

5.3.2 Results

The ROI accuracy of the single source (solid lines) and two-source (dashed lines) reconstructions with no added noise is shown in Figure 5.4 as a function of λ/||b|| for one to nine stage positions. The reason for plotting the accuracy as a function of λ normalized by the norm of the signal vector, rather than λ, is that it reduces the effects of the change in the length of the signal vectors as more stage positions are added and the differences in the magnitudes of the signal from the single and two-source distributions. These effects are only aesthetic and do not effect the overall results.

![Figure 5.4: The ROI accuracy of the reconstruction of simulated data of a single source located at the center of the field of view (solid lines) and a two-source distribution (-1 cm, 1 cm) and (1 cm, -1 cm) from the center of the field of view, all 3.25 cm below the lowest coil of the central gradiometer, measured at one to nine stage positions, with no added noise, as a function of the signal-normalized data fidelity parameter.](image)

For the single source reconstruction, the ROI accuracy is almost exactly linear with the data fidelity parameter (accounting for the semi-log scale), indicating that the data fidelity parameter is only changing the magnitude of the reconstructed source, and not the location of the source. When plotted against λ/||b||, the curves overlap, indicating
that the number of stage positions has no effect on the reconstruction of a single point source. For the two-source distribution, the ROI accuracy is not linear for all values of the normalized data fidelity parameter. Additionally, the reconstruction from one stage position has a maximum accuracy of less than 40%, whereas the maximum accuracy of the reconstructions with two or more stage positions is 100%. This indicates that regardless of the SNR, a distribution of more than a single source cannot be adequately reconstructed using a single stage position. The dropoff in accuracy towards the higher values of $\lambda$ varies across stage positions, rather than being identical as in the single source case. The decrease in accuracy occurs at the highest $\lambda$s for the reconstructions with 6 and 7 stage positions. Finally, we see that the ROI accuracy reaches zero before the single source reconstructions, and before the limit of $\lambda = ||b||$.

![Figure 5.5: The ROI accuracy for reconstructions of measurements at 1 to 9 stage positions of a single source (black circles) and two-source (red squares) distribution in the presence of no noise. A data fidelity parameter of $\lambda = 1 \times 10^{-4}||b||$ was used to account for numerical rounding error. The inset shows a zoomed-in view of the accuracy for two or more stage positions.](image)

The accuracy of the single and two-source reconstructions at the value of $\lambda = 1 \times 10^{-4}||b||$ (plotted as black dots in Figure 5.4) is shown in Figure 5.5. This clearly shows that the accuracy two-source reconstruction greatly improves with a second stage position, but shows only incremental improvement with each additional stage position. The reconstruction of a single source improves only slightly with each additional stage position (see
inset of Figure 5.5).

(a) Single source distribution measured at one stage position

(b) Two-source distribution measured at one stage position

(c) Single source distribution measured at two stage positions

(d) Two-source distribution measured at two stage positions

Figure 5.6: The ROI accuracy as a function of λ for reconstructions of simulated measurements taken at one (top row) and two (bottom row) stage positions of distributions containing a single source (left column) and two sources (right column), with various levels of SNR. The reconstructions at $\lambda_{\Delta b}$, $\lambda_{SE}$, and $\lambda_\sigma$ are denoted by blue, red, and black dots, respectively. These results hold when noise is added. Figure 5.6 shows the ROI accuracy of the reconstructions at various levels of SNR as a function of λ for the single source (left column) and two-source (right column) distributions when one stage position (top row) and two stage positions (bottom row) are used. The reconstructions at $\lambda_{\Delta b}$, $\lambda_{SE}$, and $\lambda_\sigma$ are denoted by blue, red, and black dots, respectively. These are plotted with the actual value of λ rather than the normalized value because all of the curves in a single graph are from simulations with the same number of stage positions. This also shows how the actual values of $\lambda_{\Delta b}$,
\( \lambda_{SE} \), and \( \lambda_{\sigma} \) remain consistent across all SNR, because the signal is scaled to vary the SNR while the noise is constant. We can see that for simulations with high SNR, the curves resemble the shape of those from the simulations with zero noise, only they are shifted horizontally by a factor of \( ||b|| \). For simulations with low SNR, the curves tend to show high variability for low values of \( \lambda \), then regain linearity as \( \lambda \) increases. The early part of these curves indicates the values of \( \lambda \) for which the reconstruction is fitting the noise. Values of ROI accuracy greater than 1 indicate that the reconstruction is trying to compensate for the noise by reconstructing a source slightly larger than the true source and slightly further from the detectors, but still within the ROI. For the single source simulations in (a) and (c), the ROI accuracy of the reconstructions at \( \lambda_{\Delta b} \) and \( \lambda_{SE} \) tends to be close to 1, especially for the cases with SNR greater than 7 dB. For these values of \( \lambda \) we see a slight improvement with the second stage position, especially for values of SNR less than 7 dB. In both cases, the reconstructions at \( \lambda_{\sigma} \) overestimate the optimal value of \( \lambda \). These reconstructions lie within the region of the curve for which the reconstruction has converged to a single voxel, and the excess error allowed by \( \lambda \) is accounted for by decreasing the magnitude of the source. At high values of SNR, specifically above 10 dB, the magnitude of the source is large enough that this does not greatly affect the accuracy, but for SNR less than 10 dB this overestimation of \( \lambda \) severely decreases the accuracy of the reconstruction.

The accuracy of the reconstructions of the two-source simulations confirm that the improvement in the ROI accuracy between one and two stage positions holds independent of \( \lambda \) and SNR. As seen in Figure 5.5, in general, the highest achievable value of ROI accuracy is 0.4, even for the highest levels of SNR. Of course this is only serves to confirm what one would expect, since there is no reason that introducing additional noise should improve the accuracy of the reconstruction. When a second stage position is used, the reconstructions with high SNR more than double in accuracy. However little, if any, improvement is seen for the lowest values of SNR, most notably in the case of 0 SNR, which hardly reaches an ROI accuracy of 0.1. It is unexpected that the accuracy of the reconstruction with an SNR
Figure 5.7: The ROI accuracy of reconstructions of a single source (left column) and two-source (right column) distributions, as a function of the number of stage positions and SNR. Reconstructions are of data averaged over 30 simulated pulses, with three choices of $\lambda$: (a and b) $\lambda = \lambda_\sigma$, (c and d) $\lambda = \lambda_{SE}$, and (e and f) $\lambda = ||b \ast -b||$. 
of 1 saw more benefit from the second stage position than the reconstruction with an SNR of 3. This may be due to the nature of the noise being randomly sampled, and perhaps the average of the samples from the noise distribution taken for the simulation with SNR of 1 happened to be smaller than those taken for the SNR of 3. Using 30 samples in each simulation was designed to minimize the probability of such an occurrence, but it could not be avoided entirely. Repeating the simulations with identical noise added would be able to test this. Additionally, the cause of this unexpected result may become clear upon observation of the reconstructions along each curve.

For all three choices of \( \lambda \), the accuracy of the single source reconstructions was fairly constant across all the stage positions, whereas the two-source cases showed a large increase in accuracy between one and two stage positions. Above two stage positions, the accuracy increased slightly for additional stage positions for the two-source cases, but stayed approximately constant for the single source cases. For both one and two sources, \( \lambda_{SE} \) resulted in higher accuracy than \( \lambda_\sigma \). In fact, for the single source cases, the minimum accuracy of reconstructions at \( \lambda_{SE} \) was 80\% at all levels of SNR, and 100\% for SNR over 10 across all stage positions. In contrast, reconstructions at \( \lambda_\sigma \) reached 80\% accuracy only for SNR above 7 dB. Reconstructions of the two-source distribution at \( \lambda_\sigma \) were less than 40\% accurate below 7 dB, regardless of the number of stage positions. When at least two stage positions were used, the two-source reconstructions with \( \lambda_{SE} \) were 80\% accurate or better above 3 dB. The accuracy was highly variable below 3 dB across all stage positions.

### 5.3.3 Stage positions and the conditioning of \( A \)

Much of the work in the literature on designing and quantifying the ability of a system matrix to reconstruct a solution as a function of the number of sources or the noise is based on the conditioning number of the matrix. However, this quantity is only applicable to systems in which the relationship between the reconstruction and the signal vector can be represented as \( \mathbf{x} = \mathbf{A}^{-1}\mathbf{b} \). This is true in methods that are based on minimizing the least-
squares difference between the reconstructed and measured signals, such as the TSVD and minimum norm methods. In these cases, smaller values of the conditioning number correspond to more stable reconstructions in the presence of noise. The condition number, \( \kappa(\mathbf{A}) = ||\mathbf{A}^{-1}|| ||\mathbf{A}|| \), in Equation 5.13 describes the relationship between the true solution and signal \((\mathbf{x}, \mathbf{b})\) and reconstructed solution and detected signal \((\mathbf{x}^*, \mathbf{b}^*)\). Such a metric would allow for the \( \mathbf{A} \) matrix to be optimized as a function of number and location of stage positions, voxel size, and extent of the field of view, without explicit studies of each possible configuration.

\[
\frac{||\mathbf{x} - \mathbf{x}^*||}{||\mathbf{x}||} = \kappa(\mathbf{A}) \frac{||\mathbf{b} - \mathbf{b}^*||}{||\mathbf{b}||}
\]  

(5.13)

We calculated the condition number of the \( \mathbf{A} \) matrix for each of the 1 through 9 stage positions. We then plotted the error in the reconstruction, defined by the left hand side of Equation 5.13, versus the error in the detected signal, defined by the fraction on the right hand side of Equation 5.13. If the conditioning number can be used as a measure of the quality of the reconstruction in the presence of noise, then the error in the reconstruction should be linear to the error in the detected field with a slope equal to the condition number of the matrix. Since this should hold for any source distribution, we examine both the one and two-source distributions.

Figure 5.8 shows the error in the reconstruction of the one (a) and two-source (b) distributions as a function of the error in the detected field for one through nine stage positions. Figure 5.8 (c) shows a plot of the slope of the error in \( \mathbf{x} \) versus the error in \( \mathbf{b} \) as a function of stage position for the one (dashed line) and two (solid line) source distributions, as well as the conditioning of the system matrix (blue). We see that the change in the solution relative to the change in the signal decreases with an increasing number of stage positions. However, this relationship is not accurately described by the condition number of the system matrix, which increases as the number of stage positions increases.
Figure 5.8: The effect of the number of stage positions on the condition number $\kappa(A)$. Parts (a) and (b) show the linear relationship between the error in the reconstruction ($\text{Error}_x = \frac{||x - x^*||}{||x||}$) and the error in the signal ($\text{Error}_b = \frac{||b - b^*||}{||b||}$) for reconstructions of simulated measurements of a single (a) and two-source (b) distribution (see Figure 5.2) taken at between 1 and 9 stage positions with various levels of added Gaussian noise. In (c), the relationship between the change in the reconstruction and the change in the measured field is not described by the conditioning number.
5.4 Effect of the number of pulses

5.4.1 Methods

The single source simulations followed the procedure in 5.2 with a baseline dipole with a magnitude of $1 \times 10^4 \text{ pJ T}^{-1}$ located at the center of the field of view $(x,y = 0)$, 3.25 cm below the bottom coil of the central gradiometer. The baseline two-source distribution consisted of one $500 \times 10^3 \text{ pJ T}^{-1}$ dipole at (-1 cm, 1 cm -3.25 cm) and one $500 \times 10^3 \text{ pJ T}^{-1}$ dipole at (1 cm, -1 cm -3.25 cm). The simulated SPMR measurement protocol consisted of 1, 5, 10, 15, 20, 25 or 30 pulses (also called samples) collected at each of three stage positions in $(x \text{ cm}, y \text{ cm}, z \text{ cm})$: (0, 0, 0), (-1, 0, 0) and (1, 0, 0). For the single pulse scenario, the standard deviation of the noise vector was used to estimate $\sigma$ because the typical procedure results in $\lambda_{SE} = \lambda_{\sigma} = 0$ when the $N=1$. The noise-corrupted signal was reconstructed using 40 values of $\lambda$ logarithmically distributed between 0 and $||b^*||$, plus the values $\lambda_{\Delta b}$, $\lambda_{SE}$ and $\lambda_{\sigma}$.

5.4.2 Results

Figure 5.9 shows the three estimates of $\lambda$ as a function of the number of pulses per stage position. The mean over the eight levels of SNR from 0 to 20 dB is plotted for the one source (a) and two source (b) scenarios, with error bars representing the standard deviation over SNR. It can be seen that $\lambda_{SE}$ provides a reliable upper bound to the true error, and decreases as the number of pulses per stage position increases, allowing the reconstruction to more closely fit the measured data, whereas $\lambda_{\sigma}$ overestimates the upper bound of the error and is constant even as the number of pulses increases.

The ROI accuracy for each of the three choices of $\lambda$ as a function of SNR and number of pulses is shown in Figure 5.10. The top row shows the ROI accuracy for the reconstructions at $\lambda_{\sigma}$ of the single (left column) and two-source (right column) simulations. It can be seen that, except for some variation due to the random sampling of the noise, the accuracy is not
Figure 5.9: The mean and standard deviation of the true error in the measured magnetic field vector ($\lambda_{\Delta b}$), and values of $\lambda_\sigma$ and $\lambda_{SE}$ for simulated cases of one (a) and two (b) sources across signal to noise ratios of 0 to 20 dB. The simulations consisted of 1 to 30 pulses taken at each of three stage positions (x cm, y cm, z cm): (0, 0, 0), (-1, 0, 0) and (1, 0, 0). The noise vector was randomly sampled from a normal distribution with zero mean and a standard deviation of $4.9 \times 10^{-4}$ according to the results in Chapter 4. The simulated field and dipole were scaled to achieve the desired signal to noise ratio.

improved by increasing the number of pulses collected per stage position. This is because $\lambda_\sigma$ does not account for the number of samples, but only considers it implicitly in the estimation of the noise. With more samples, the estimation of the mean and of the standard deviation between the measurements improves, which is likely why we see the accuracy slightly decrease with the number of samples. This may happen if the true standard deviation is being underestimated by the small sample sizes. These results emphasize how the data fidelity parameter ultimately determines the accuracy of the reconstruction. By not allowing the parameter to decrease as the estimation of the mean improves, none of the benefit of the additional pulses is seen in the reconstruction.

For both the single and two-source simulations, the ROI accuracy for the reconstructions at $\lambda_{SE}$, closely resembles that at $\lambda_{\Delta b}$. This suggests that $\lambda_{SE}$, which can be calculated based on the available data, is a suitable approximation of $\lambda_{\Delta b}$, which cannot be known a priori because it depends on the true signal. For both $\lambda_{SE}$, and $\lambda_{\Delta b}$, the accuracy of the reconstructions based on only a single measurement closely resembles that of the reconstructions at $\lambda_\sigma$. This is expected since for a single pulse, $\lambda_{SE}$ is equal to $\lambda_\sigma$. 
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Figure 5.10: The ROI accuracy of the reconstructions of simulations consisting of a single (left column) and two-source (right column) distribution as a function of the number of samples (pulses per stage position), at three values of $\lambda$: $\lambda_{SE}$, $\lambda_{\sigma}$, and $\lambda_{\Delta b}$ for values of signal to noise ratio (SNR) from 0 dB to 20 dB. SNR was achieved by increasing the strength of the simulated dipole(s) with a constant noise level.
For five or more pulses, the accuracy is high (> 0.8) for nearly all of the single-source reconstructions, except for those that used only a single pulse at the lowest levels of SNR. For the two-source simulations, the accuracy was consistently high at SNR levels greater than 10 dB, and improved with additional pulses as SNR decreased. This implies that the extra time required to collect additional pulses (above 5 or 10) may not improve the accuracy of the reconstruction of a single source. However when multiple sources are present, additional pulses can vastly improve the accuracy of the reconstruction in cases of low SNR.

To look at the relationship between the of the number of pulses and $\lambda$, the ROI accuracy as a function of $\lambda$ for the reconstructions of 10 pulses and 30 pulses. The results for the single source distribution are presented in Figure 5.11. The accuracy of the reconstructions at $\lambda_{\Delta b}$, $\lambda_{SE}$, and $\lambda_{\sigma}$ are denoted by blue, red, and black dots, respectively. Figure 5.12 shows the reconstructions at four values of $\lambda$ (one within the first few values of $\lambda$, one at which the Euclidean distance between the truth and the reconstruction is minimized, and the values of $\lambda_{\Delta b}$, $\lambda_{SE}$, and $\lambda_{\sigma}$ ) at three levels of SNR (1 dB, 7 dB, and 17 dB) which represent a small, intermediate, and strong source, respectively. As in the previous sections, the curves at high SNR follow the same trend where the accuracy is linear to the data fidelity parameter. This is consistent for both 10 and 30 pulses per stage position, indicating that at high SNR (greater than 10 dB) acquiring 30 pulses per stage position confers little benefit over 10 pulses per stage position for a single source distribution. At lower levels of SNR, we see that the accuracy of the reconstructions with 30 pulses is less sensitive to the choice of data fidelity parameter than the reconstructions with 10 pulses for small parameter values. This means that if the parameter is chosen manually within this region, the reconstructions from an average of 10 pulses could vary greatly based on the choice of parameter. When the reconstruction is based on the average of 30 pulses, the reconstruction is less dependent on the choice of the parameter. This is especially true for SNR levels of 3 dB and below. However, at $\lambda_{SE}$, the accuracy of the reconstruction is similar between reconstructions of 10 and 30 pulses, as shown Figure 5.10. This emphasizes
Figure 5.11: The ROI accuracy (Equation 5.12) of the reconstruction of a simulated single source distribution measured at three stage positions using 10 pulses per stage position (top) and 30 pulses per stage position (bottom) for signal to noise ratios from 0 to 20 dB. The error from reconstructions using $\lambda_{\Delta b}$, $\lambda_{SE}$, and $\lambda_{\sigma}$ are denoted by blue, red, and black dots, respectively.
the benefit of explicit parameter selection based on the data over manual selection based on empirical evaluation of the reconstructions.

Figure 5.12: Selected reconstructions of simulated measurements of a single source consisting of 10 pulses, as presented in Figure 5.11 for SNR levels of 1 (left column), 7 (middle column), and 17 (right column) dB. The first row shows a reconstruction with a small value of $\lambda$. The second row shows the reconstruction with the minimum distance from the true solution. The third row shows the reconstruction with $\lambda_{\Delta b}$. The fourth and fifth rows show the reconstructions with $\lambda_{SE}$ and $\lambda_{s}$, respectively. The total moment within an region of interest drawn as a box is shown to the left of the reconstructed source. For comparison, the true source strength for SNRs of 1, 7, and 17 dB, were $3.35 \times 10^3 \text{ pJ T}^{-1}$, $1.33 \times 10^4 \text{ pJ T}^{-1}$, and $1.33 \times 10^5 \text{ pJ T}^{-1}$, respectively.

Figures 5.12 and 5.13 provide further insight into the effect of the choice of parameter on the reconstruction of a single source at various levels of SNR. Figure 5.12 shows
the reconstructions based on the average of 10 simulated pulses per stage position. For reference, the true source distributions are shown in Figure 5.2. Recall that for this study, the SNR was achieved by increasing the strength of the simulated source in the presence of a constant noise level \((n \in \mathcal{N}(0, \sigma))\). For our device, we determined (in Chapter 4) \(\sigma = 4.9 \times 10^{-4} \text{ pT}\). At this noise level, the SNR levels of 1, 7 and 17 correspond to a source strength of \(3.35 \times 10^3 \text{ pJ T}^{-1}\), \(1.33 \times 10^4 \text{ pJ T}^{-1}\), and \(1.33 \times 10^5 \text{ pJ T}^{-1}\), respectively. The reconstructions at an SNR of 1 demonstrate the effect of increasing \(\lambda\) that was described in Chapter 3. When \(\lambda\) is small, there is a substantial number of non-zero voxels at the very top and very bottom of the field of view. This is due to the algorithm meeting the constraint of reconstructing noisy data within a small tolerance. As \(\lambda\) increases, this noise disappears, and the source within the ROI increases to compensate for the detected field. For values of \(\lambda > \lambda_{\Delta b}\), the only non-zero voxels are within the ROI, and their values begin to decrease with increasing \(\lambda\). It is interesting to note that the best reconstruction (defined as the minimum Euclidean distance between the true source distribution and the reconstructed source distribution) is the closest reconstruction of the total magnitude of the simulated source, but is not free of noise. This indicates that simply selecting the value of \(\lambda\) for which there is no noise may result in an under estimation of the true source strength. However at this level of SNR, the values of \(\lambda_{SE}\) and \(\lambda_{\sigma}\) also underestimate the true magnitude of the source. The error was substantially worse in the latter case, which underestimated the true source strength by nearly 40%. While the magnitude of the source was highly variable with each choice of \(\lambda\), at each value shown here, the source was reconstructed within one voxel of its true location. This indicates that at low SNR, either due to high uncertainty in the detected field or low source strength, even if the location of a source is correctly detected, the magnitude of the source may be underestimated.

At higher levels of SNR, we see the same pattern of first a reduction in the noise at the top and bottom of the field of view accompanied by an increase in the source within the ROI, followed by a reduction of the magnitude of the source within the ROI with increasing
\[ \lambda \]. However, the variation in the magnitude of the source as a function of \( \lambda \) is much less dramatic than in the case with SNR of 1. In fact, for the case with an SNR of 7, the value of \( \lambda \) which resulted in the minimum Euclidean distance from the true solution was equal to \( \lambda_{\Delta b} \) and \( \lambda_{SE} \). At both SNR levels of 7 and 17, the maximum valued voxel corresponded to the voxel containing the true simulated source across all of the values of \( \lambda \) shown in Figure 5.15. Only the noise and the overall strength of the reconstructed source varied with \( \lambda \). For the high SNR case (SNR of 17), the accuracy is higher across all of the \( \lambda \)s sampled, and the noise persists through \( \lambda_{SE} \).

When the reconstruction is based on the average of 30 pulses, shown in Figure 5.13, the accuracy of each reconstruction increases. In contrast to the reconstructions based on only 10 pulses, the location of the maximum voxel corresponds to the true location of the simulated source even at the SNR level of 1. Additionally, the nonzero voxels outside of the ROI are substantially reduced for all but the smallest values of \( \lambda \). Finally, the reconstruction seems to be more spread out, or less sparse, around the location of the simulated source than for the reconstructions from 10 pulses.

The accuracy of the reconstruction of the two-source simulation, presented on the left of Figure 5.10, is shown as a function of \( \lambda \) for 10 pulses per stage position and 30 pulses per stage position in Figure 5.14. Overall, the curves follow the same general trend that we have seen in the previous plots. However, the difference the extra pulses make is much more apparent in the two-source case than for the single source reconstruction. With only 10 samples per stage position, only the highest levels of SNR achieve ROI accuracy levels near 1. The accuracy of the mid-range SNR levels hover between 0.8 and 0.9 for \( \lambda = \lambda_{SE} \) and \( \lambda_{\Delta b} \). At an SNR of 7 dB, the accuracy is not better than 0.6, and for the SNRs of 0 and 1, the accuracy is less than 0.2 for all values of \( \lambda \). When 30 pulses are averaged, the accuracy at all levels of SNR above zero increases to above 0.8 for \( \lambda = \lambda_{SE} \) and \( \lambda_{\Delta b} \). Even the accuracy of the reconstruction in zero SNR is greater than 0.6 at \( \lambda = \lambda_{SE} \). As before, the accuracy at \( \lambda_\sigma \) is lower than \( \lambda_{SE} \) at all levels of SNR, and falls within the region of
Figure 5.13: Selected reconstructions from the 30-sample data presented in Figure 5.11 for SNR levels of 1 (left column), 7 (middle column), and 17 (right column) dB. The first row shows a reconstruction with a small value of $\lambda$. The second row shows the reconstruction with the minimum distance from the true solution. The third row shows the reconstruction with $\lambda_{\Delta b}$. The fourth and fifth rows show the reconstructions with $\lambda_{SE}$ and $\lambda_{\sigma}$, respectively. The total moment within an region of interest drawn as a box is shown to the left of the reconstructed source. For comparison, the true source strength for SNRs of 1, 7, and 17 dB, were $3.35 \times 10^3 \, \text{pJ T}^{-1}$, $1.33 \times 10^4 \, \text{pJ T}^{-1}$, and $1.33 \times 10^5 \, \text{pJ T}^{-1}$, respectively.
Figure 5.14: The ROI accuracy for the two-source reconstruction using 10 pulses per stage position (top) and 30 pulses per stage position (bottom) for signal to noise ratios from 0 to 20 dB. The accuracy of the reconstructions using $\lambda_{\Delta b}$, $\lambda_{SE}$, and $\lambda_{\sigma}$ are denoted by blue, red, and black dots, respectively.
the curve for which the location of the reconstruction is no longer changing but only the magnitude of the reconstructed source is decreasing with $\lambda$.

Figure 5.15: Selected reconstructions from the 10-sample data presented in Figure 5.14 for SNR levels of 1 (left column), 7 (middle column), and 17 (right column) dB. The first row shows a reconstruction with a small value of $\lambda$. The second row shows the reconstruction with the minimum distance from the true solution. The third row shows the reconstruction with $\lambda_{\Delta b}$. The fourth and fifth rows show the reconstructions with $\lambda_{SE}$ and $\lambda_{\sigma}$, respectively. The total moment within an region of interest drawn as a box is shown to the left of the reconstructed source. For comparison, the true source strength for SNRs of 1, 7, and 17 dB, were $2 \times 10^3$ pJ T$^{-1}$, $7.9 \times 10^3$ pJ T$^{-1}$, and $7.9 \times 10^4$ pJ T$^{-1}$, respectively.

These results can be better understood by examining the reconstructions at selected points along these curves. The reconstructions based on the average of 10 pulses per stage position are shown in Figure 5.15. For reference, the true simulated source distribution is
shown in Figure 5.2. For the reconstruction with low SNR, the algorithm fails to reconstruct any non-zero component of the source within the right-hand ROI at any value of $\lambda$. We also see that the reconstruction with the minimum Euclidean error is all zeros, which further reinforces the shortcomings of using this as an error metric. For the values of $\lambda_{\Delta b}$, $\lambda_{SE}$, and $\lambda_\sigma$, we see that the largest component of the reconstruction is placed below and in the center of the ROIs. This is an artifact of the algorithm attempting to find the fewest number of sources that can reconstruct the detected field within a given allowance of error for the noise. In this case, we see that the difference between the field from a single source towards the bottom of the field of view and the detected field is less than the difference between the field from the true distribution and the detected field. As the SNR increases, the concentration of sources at the bottom of the field of view is split into two, with smaller components showing up inside the ROI. Eventually at the highest level of SNR, the sources begin to match the true source distribution.

When the reconstructions are based on the average of 30 pulses per stage position, the detected magnetic field is better defined, and can no longer be approximated with a single source at the bottom of the field of view for all values of $\lambda$, even in low SNR scenarios. This explains the dramatic increase in accuracy between the cases with 10 pulses and 30 pulses that we see in Figure 5.14. For the reconstructions with SNR of 1, there is at least some non-zero signal reconstructed within the ROI for $\lambda_{\Delta b}$ and $\lambda_{SE}$. This is further improved for each sampled value of $\lambda$ as the SNR increases. In fact, only the reconstructions at $\lambda_\sigma$ show any substantial non-zero component below the ROIs. Additionally, it is interesting to note that while the magnitude of the source within the ROI was underestimated in every reconstruction of the single source simulation, the reconstructions of the two-source simulations in some cases overestimate the total magnitude of the source. This too is due to the sparsity enforcing term in the optimization, which tends to favor a single stronger source farther from the detectors over multiple sources closer to the detectors. Overall, these results emphasize the benefit of repeated measurements when reconstructing multiple
Figure 5.16: Selected reconstructions from the 30-sample data presented in Figure 5.14 for SNR levels of 1 (left column), 7 (middle column), and 17 (right column) dB. The first row shows a reconstruction with a small value of $\lambda$. The second row shows the reconstruction with the minimum distance from the true solution. The third row shows the reconstruction with $\lambda_{\Delta b}$. The fourth and fifth rows show the reconstructions with $\lambda_{SE}$ and $\lambda_{b}$, respectively. The total moment within an region of interest drawn as a box is shown to the left of the reconstructed source. For comparison, the true source strength for SNRs of 1, 7, and 17 dB, were $2 \times 10^3 \text{pJT}^{-1}$, $7.9 \times 10^3 \text{pJT}^{-1}$, and $7.9 \times 10^4 \text{pJT}^{-1}$, respectively.
5.5 Conclusions

In this chapter, we characterized the behavior of the reconstruction algorithm as a function of the experimental and reconstruction parameters. Specifically, we investigated the effects of the number of stage positions and number of pulses per stage position together with the choice of the data fidelity parameter on the accuracy of the reconstruction of simulated data of a single and two-source distribution over a range of SNR levels. We found that for reconstructions of a single source, the accuracy of the reconstruction does not greatly improve beyond five pulses collected at a single stage position for SNR levels greater than zero. However, if the number of distinct clusters of nanoparticles is unknown at the time of SPMR measurement, at least two stage positions should be used, with at least 15 pulses collected per stage position, to ensure that multiple distinct sources can be reconstructed if present.

From these results, it may seem clear that $\lambda_{SE}$ is the superior choice to estimate the true error in the data, but these results must be taken with a grain of salt. First, one must consider that these results are based on simulations, in which there is no error in the forward model and the noise is exactly normally distributed. In real data, as demonstrated in Chapter 4, there is some error in the forward model, and the noise in the data is only approximately normally distributed. The simulations and the error metric also assume the same levels of uncertainty across all of the sensors, which is an approximation of the true characteristics of the sensor array. Future work should improve on the approach presented here by taking into account the variation in uncertainty characteristics among the sensors. Considering these factors, although $\lambda_{SE}$ is a better estimation of the true error in simulations, it will likely underestimate the true error when applied to real data. This could result in overly noisy reconstructions in which small sources can be lost. Therefore,
\( \lambda \) is used for the reconstruction of measured data throughout the remainder of this work, unless otherwise specified.

The biggest takeaway from our simulation studies of stage positions is that even under perfect conditions, at least two stage positions are required to reconstruct more than a single source. The fact that this can be demonstrated even without added noise indicates that it is a numerical limit imposed by the physics and math that define the system. One explanation of this limit comes from the current method of reconstruction. Each source consists of 4 unknown values that must be solved for: the position in \( x \), \( y \), and \( z \), and the magnetic moment. Therefore, reconstruction algorithm solves a system of \( k \) equations, one for each sensor, for \( 4n \) unknowns, \( n \) is the number of sources. In order for a unique solution to be determined, the number of unknown variables must be less than the number of equations. For the system geometry used here, each stage position adds 7 equations to the system. To reconstruct two sources, there must be at least 8 equations, or sensor locations, which is why we see the improvement after two stage positions. The same limitations apply to our algorithm. Although the reconstruction is theoretically limited to a number of sources less than or equal to the number of rows in the system matrix, the limit is decreased due to the sparsity constraint. With measurements at only seven locations, the fields produced by a distribution of one source and two sources may look very similar, especially if the two sources are close together. In cases when the field from a single source looks very close to the field from two sources, our algorithm will always favor the single source reconstruction due to the nature of the L1 minimization. Indeed, we saw that decreases in the accuracy of the reconstruction were due to a concentration of the moment in a single source towards the center of the field of view. As the number of sampled locations increases, the differences between the single source field and the two-source field are more pronounced, which encourages the algorithm to more closely reconstruct the correct distribution. However, at low SNR these differences can potentially be lost in the noise. This is likely why we see high variability in the accuracy of the two-source distribution.
at low SNR, especially for fewer stage positions, while the single source reconstructions are accurate even at low SNR.

In our study of the number of pulses per stage position, we found little benefit in acquiring more than 5 pulses per stage position for reconstruction only a single source at the center of the field of view. However, we simulated SNR levels only down to zero, at which point the magnitude of the uncertainty is equal to the magnitude of the signal. However, it is possible that for sources that produce magnetic field values less than the magnitude of the uncertainty in the measurements, collecting additional pulses at each stage position would improve the accuracy. Future work should be done to extend the results presented here to even lower SNR values to investigate this possibility. For reconstructions with multiple sources, the benefit of additional pulses is much more pronounced. This is because these pulses improve the definition of the shape of the detected magnetic field, which further distinguishes it from the field produced by a single source. When there is high uncertainty in the detected field, the sparsity enhancing nature of the algorithm will tend to account for the field from two sources with a single source located between and below the two true sources. With additional pulses, the mean detected field becomes closer to the true magnetic field, and can no longer be adequately approximated with a single source. In this study, we saw the accuracy of the two-source reconstructions approximately double when using 30 pulses instead of 10 at low SNR. Small sources that were not reconstructed within the ROI at any value of $\lambda$ from only 10 pulses were found within the ROI when 30 pulses were used. Therefore, in cases in which multiple small sources are to be detected, it is highly advisable to collect at least 30 pulses per stage position. In our simulations based on the measurement uncertainty of our system and environment, the difference between 10 and 30 pulses per stage position represented the difference successfully detecting two sources of $2.0 \times 10^3 \text{ pJ T}^{-1}$, and accurately reconstructing two sources of $7.9 \times 10^3 \text{ pJ T}^{-1}$.

In a clinical setting, these results will influence to the sensitivity and specificity of the reconstruction. For small sources (low SNR), it is likely that a single source can be recon-
structured with reasonably high accuracy. However, distributions of multiple small sources may be reconstructed as a single larger source, likely between the true source locations, at increased depth, and stronger. The clinical impact of this type of error will depend on the application. For the early detection of ovarian cancer, it could lead to mistaking dispersed, multifocal disease for a large, locally confined tumor. This could lead to unnecessary surgery when systemic treatment would have been more appropriate. As shown here, several stage positions can improve the ability of the algorithm to distinguish distributions of multiple sources. Collecting multiple pulses at each stage position will further increase the accuracy by increasing the SNR. Clinically, it is impossible to know prior to measurement whether the true distribution of nanoparticles will be largely concentrated in a single location, or if the particles will collect in multiple focal regions. Therefore, it is important that any experimental procedure include multiple stage positions to increase the number of sources that can be found, and enough pulses to reach levels of at least 7 dB given the noise characteristics of the device and environment. Additional stage positions and pulses will likely improve the reconstruction, but come at the cost of increasing the scan time and complexity. All of these factors should be taken into account when designing an experimental or clinical protocol.

Optimizing the design of the system matrix prior to an experiment could increase the chances that the algorithm will successfully recover the true bound particle distribution. In our simulations, we saw that the ratio of the error in the solution to the error in the signal did decrease with increasing stage positions. This is a positive result which indicates that the error in the solution becomes less sensitive to errors in the signal as the number of stage positions is increased. However, the condition number of the system matrix was not an accurate characterization of this relationship. This is likely because for our algorithm, the reconstruction cannot be related to the signal by $x = A^{-1}b$. Most of the theory that has been developed for recovery guarantees for compressed sensing systems starts with the assumption that the system matrix satisfies a condition on the Restricted Isometry
Property (RIP) for a given number of sources [97]. It is possible to generate a matrix that satisfies a certain condition on the RIP, but has only been done for a small set of general types of matrices, such as random matrices generated by Gaussian, Bernoulli, and random Fourier ensembles [98]. However, it is computationally infeasible to certify that an already constructed matrix, such as our system matrix, satisfies the RIP [99,100]. The nullspace property is another metric that can provide necessary and sufficient conditions to guarantee recovery of a sparse solution. Unfortunately, calculating this property of a given matrix is also computationally intractable [100]. The final property that is commonly used is the mutual coherence of a matrix. This measures the maximum degree to which any two columns in the system matrix are linearly dependent [101]. The mutual coherence of a matrix is easy to compute, but is a weak bound on the recovery guarantee because it typically underestimates the true potential of a system. For example, the literature estimates that at most $s$ sources can be recovered from a dictionary with a coherence of $m$ [102]:

$$s < \frac{1}{2} \left( 1 + \frac{1}{m} \right)$$

Most of the system matrices in our application have coherence values of $> 0.9$ on a scale from 0 to 1. This translates to guarantees of recovering at least one source, which is only slightly helpful. Recently others have demonstrated that system matrices with elements defined by a parameterized function such as ours can be optimized by minimizing the coherence of the matrix over the parameter space [103]. Future work should be done to apply this approach to optimize our sensor configuration. To make the most of this approach, we would need to allow the sensors to be moved independently rather than as an array. However, some improvement may be gained by optimizing over the stage positions alone.
Chapter 6

Phantom validation studies

6.1 Phantom validation studies

Finally, we can apply the calibrated forward model and what we have learned from the \textit{in silico} characterization of the inverse model to validate the reconstruction method in phantom data, and compare it to the current method of reconstruction MSA. First, we extend the methods of the simulation studies in the previous chapter to single source phantom data to validate our choice of $\lambda$. Then, we compare MRXImage to MSA on SPMR measurements of one and two sources. Finally, we compare the algorithms in a pre-clinical tumor detection study in which a user is asked to determine the presence or absence of a tumor without prior knowledge of the true source distribution.

6.1.1 Single source titration

\textit{Methods}

We conducted a single source titration study with two aims. The first was to determine an appropriate choice for the data fidelity parameter. The second was to compare the reconstructions with MRXImage to that of the current reconstruction method, MSA. For this study, a single point phantom consisting of between 0.1 $\mu$g and 1000 $\mu$g of nanoparticles dried on the tip of a cotton swab was placed in the center of the field of view. The
background measurement consisting of an average of 30 pulses collected with no source present was subtracted from the data before reconstructing. The sample measurements consisted of 15 pulses collected at each of three stage positions in \((x, y)\): (0 cm, 0 cm), (-1 cm, 0 cm), and (1 cm, 0 cm). We repeated these measurements four times over the course of three days. An illustrative example of the field detected at each of the sensor locations with a source of 500\(\mu\)g nanoparticles at the center of the field of view is shown in Figure 6.1.

![Detected Field z = 0.00](image.png)

**Figure 6.1:** The residual magnetic field detected by the sensors (black dots) at three stage positions from a 500 \(\mu\)g source located at the center of the field of view.

To determine the best choice of parameter, a single replicate of the source at each location was reconstructed using 40 values of \(\lambda\) logarithmically spaced between 0 and \(|b|\), plus \(\lambda_{SE}\) and \(\lambda_{\sigma}\), as in Chapter 5. The reconstruction was done on a field of view (FOV) spanning from -3 to 3 cm in \(x\) and \(y\), and from -5 cm to -1 cm in \(z\), divided into \(2 \times 2 \times 2\) mm voxels. This voxel size was chosen because it was the smallest size that was both evenly divisible into the FOV and did not incur memory challenges calculating the A matrix. An ROI analysis was used to compare the voxel-based reconstruction returned by MRXImage
with the location and strength of the point source returned by MSA. All ROIs were defined from -4 cm to -2 cm in z, inclusive, to avoid the noise at the top and bottom limits of the field of view. The extent in x and y was defined to be large enough to wholly encompass any voxels near the intended source position and be of the same size without overlapping each other. The ROI for the source at (-0.9 cm, 0.9 cm) was defined from -1.5 cm to -0.5 cm in x and 1.5 cm to 0.5 cm in y. The ROI for the source at the center was defined from -0.5 cm to 0.5 cm in x and y, inclusive. The ROI for the source at (0.9 cm, -0.9 cm) was defined from 1.5 cm to 0.5 cm in x, and -1.5 cm to -0.5 cm in y. The magnitude of the source was defined as the sum of all of the voxels within an ROI, and the location was the centroid of the non-zero voxels within an ROI. We evaluated the reconstructed moment per mass of nanoparticles as well as the distance between the reconstructed source and the expected source location as a function of $\lambda$.

All replicates of the data were then reconstructed with both algorithms. For the MSA reconstruction, a single source was designated and the initial condition was set to 0, 0, -4 cm, and $1 \times 10^4$ pJ T$^{-1}$ for x, y, z, and magnetic moment, respectively. All of the dipole parameters were fit with the model. The optimized sensor location parameters found in Section 3.2 using the midpoint approximation method were used for both algorithms. The MRXImage reconstructions were performed and analyzed as described above. The parameter value $\lambda_\sigma$ was used.

While the true magnetic moment of the sources was unknown, the mass of particles contained in each phantom was well defined, so the reconstructions were evaluated based on the linearity of the moment with mass, and the variation between multiple measurements of the same phantom. Since the mass of nanoparticles and the magnetic moment are both distributed along a logarithmic scale, we applied a weighted log-log fit (Equation 6.1) with a weighting factor of $y^{-2}$ to the reconstructed moment $(y)$ and the mass of nanoparticles $(x)$ to determine the slope $(m)$, intercept $(b)$, and R-squared value for each algorithm.
\[ y = 10^{m \log x + b} \]  

We used the Aikaike’s Informative Criteria (AIC) to determine whether a single relationship between the mass of nanoparticles and reconstructed magnetic moment adequately described the data at all three source locations, or if the relationship was different for each source location. We also determined whether the error in the reconstructed location was dependent on the position of the source by an ordinary two-way analysis of variables (ANOVA) on the mass of the nanoparticles and the location of the source, followed by a Tukey’s multiple comparisons test. Finally, we examined how the L0-reweighting affected the total magnetic moment within the ROI.

Finally, we investigated the effect of voxel size on the accuracy of the reconstructed magnetic moment and location. We reconstructed one replicate of the single source titration with each source placed at the center of the field of view and at (0.9 cm, -0.9 cm) in \((x,y)\) using cubic voxels with side lengths of 1.5 mm, 2 mm, 2.5 mm, 3 mm and 4 mm.

**Results**

To continue the study of the choice of \(\lambda\) from the previous section, one trial of the titration with the source located at the center of the field of view was reconstructed with 42 values of \(\lambda\). Because the true magnetic moment is unknown, it is not possible to calculate Error\(_x\) or the ROI accuracy for this data set. Instead, we rely on the assumption that the moment per mass should be constant. Figure 6.2 shows the total moment reconstructed within an ROI around the true source location per mass of nanoparticles as a function of \(\lambda\) for each mass of nanoparticles in the titration, with \(\lambda_\sigma\) denoted by a point. Presented this way, we can define the optimal value of \(\lambda\) to be the one for which the reconstructed magnetic moment per mass of nanoparticles is constant for every mass of nanoparticles. In Figure 6.2, the solid lines represent the total reconstructed moment per mass of nanoparticles within the ROI corresponding to the actual location of the phantom, and the dashed lines...
represent the total reconstructed moment per mass within the other ROIs. This allows us to evaluate whether the reconstructed noise at a given value of $\lambda$ could be interpreted as a false positive source.

The curves in Figure 6.2 closely resemble those from the simulation study. Small values of $\lambda$ had little effect on the total reconstructed moment within the ROI, because at this point, changing $\lambda$ mostly affects the noise towards the top of the field of view. For sources of $1 \mu g$ of particles or less, we see some unstable behavior for the mid-range values of $\lambda$. However, past a certain value we see the same steady decrease in the magnitude of the reconstructed moment for all of the source strengths. When the $0.1 \mu g$ source was located at the center of the field of view, no substantial moment was reconstructed within the ROI for any value of $\lambda$, indicating that the choice of $\lambda$ would not have affected the detectability of this source. When it was located at (0.9 cm, -0.9 cm), a substantial moment was reconstructed within the target ROI for only a few values of $\lambda$ between $\lambda_{SE}$ and $\lambda_{\sigma}$. Interestingly, at one value of $\lambda_{SE} < \lambda < \lambda_{\sigma}$, the reconstructed moment per mass was within the range of that of the other source strengths. However, this data is from a single measurement and therefore could be due to chance. Further work should be done to see if this result is reproducible.

From these results, we see that $\lambda_{\sigma}$ leads to better agreement between source strengths with respect to the reconstructed moment per mass than $\lambda_{SE}$. The mean and standard deviation of the reconstructed moment per mass across all source strengths at $\lambda = \lambda_{SE}$ was $(723 \pm 356) \text{pJ Ti}^{-1} \mu g^{-1}$, $(1120 \pm 966) \text{pJ Ti}^{-1} \mu g^{-1}$, and $(994 \pm 560) \text{pJ Ti}^{-1} \mu g^{-1}$ at (-0.9 cm, 0.9 cm), (0 cm, 0 cm), and (0.9 cm, -0.9 cm), respectively. The mean and standard deviation of the reconstructed moment per mass across all source strengths at $\lambda = \lambda_{\sigma}$ was $(577 \pm 176) \text{pJ Ti}^{-1} \mu g^{-1}$, $(735 \pm 406) \text{pJ Ti}^{-1} \mu g^{-1}$, and $(733 \pm 268) \text{pJ Ti}^{-1} \mu g^{-1}$ at (-0.9 cm, 0.9 cm), (0 cm, 0 cm), and (0.9 cm, -0.9 cm), respectively. We also see an increased number of false positive sources at values of $\lambda < \lambda_{\sigma}$.

The error in the reconstructed location as a function of $\lambda$ is plotted on the left of
Figure 6.2: The moment per mass of nanoparticles (left) and error in the location (right) reconstructed by MRXImage within an ROI around the true location of the source (solid lines) and two locations without a source (dashed lines) for a single source placed at each of three locations. The value $\lambda_{\sigma}$ is denoted by a black dot and the value of $\lambda_{SE}$ is denoted by a red dot. The reconstruction of the 0.1 $\mu$g source is not shown in (a) because it was not measured at this location and in (b) because there was no substantial moment reconstructed within the ROI for any value of $\lambda$. The 1000 $\mu$g source was not measured at the location in (c). For clarity, only values of reconstructed moment per mass greater than 1 are shown.
Figure 6.2. Again we see that the relationship between error in reconstructed location and $\lambda$ found in our simulation study resembles the results from our phantom study. Especially for the stronger (> 5 $\mu$g) sources, the choice of $\lambda$ has little impact on the location of the reconstructed source. For the smaller sources, the error starts high due to the tendency of the reconstruction towards the top of the field of view, and then decreases and levels out as the reconstructed source collects in the center of the field of view. The average error in the reconstructed location was slightly lower at $\lambda_\sigma$ (0.32 cm) than at $\lambda_{SE}$ (0.37 cm), but a paired t-test determined that this difference was not statistically significant.

We chose to use $\lambda_\sigma$ for the remainder of the phantom studies in this section, because it had a fewer false positives, showed better agreement in the reconstructed moment per mass across source strengths at each source location, and had a smaller average error in the estimated location of the source across all source strengths. However, future work should be done to see if the results of the following studies are changed when using a different value of $\lambda$.

Figure 6.3: The moment reconstructed by MSA (a) and MRXImage (b) as a function of mass of nanoparticles contained in a single source placed at the center of a field of view. The error bars represent the standard deviation over four measurements.

Figure 6.3 compares the reconstructed moment as a function of the mass of nanopar-
ticles contained in the phantom returned by MSA (A) along with that reconstructed by MRXImage (B). The error bars denote the standard deviation over all four trials. The dotted line shows the log-log fit of the data, which had a slope of 0.83 and a y-intercept of 3.1 for MRXImage, and 0.69 and 3.5 for MSA. The AIC indicated a 99.8% chance that the relationship between the mass of particles contained in the phantom and the reconstructed moment was constant regardless of source location for both algorithms.

The 0.1 µg source was considered undetectable for both algorithms. MSA reconstructed it at a depth of -1.3 cm, which is impossible because that would put the source inside the dewar. For MRXImage, the parameter $\lambda_\sigma$ was greater than the norm of the detected field, indicating that the SNR was too low to adequately distinguish the signal from noise. The standard error of the magnetic moment reconstructed by MRXImage for the 0.5µg, 1µg, and 5µg sources was 46%, 47%, and 14%, respectively. The standard error in the magnetic moment reconstructed with MSA was 17%, 11%, and 13% for the same sources. For sources with 10µg of nanoparticles or more, the standard error in the reconstructed moment was less than 10% for both algorithms.

Although the slopes were not the same, the moment reconstructed by MRXImage and MSA were linearly related. In fact, when plotted against one another, it can be clearly seen that the two are linearly related with a slope of 1.2, intercept of -420 pJ/T, and $R^2$ of 0.9997, as shown in Figure 6.4. This consistent linear relationship indicates that the difference between the magnitude of the magnetic moment reconstructed by the algorithms is likely due to differences in the pre-processing that converts the raw decay curves into initial field values which are then reconstructed. The slope of 1.2 is likely due to the conversion from volts to pT that is applied in MSA but not accounted for in MRXImage, or the difference in how the initial field value is derived from the decay curve. The offset of 420 pJ/T is likely the result of differences in how the preprocessing algorithms calculate the DC offset of the decay curves.

The error in the reconstructed location at each position is shown in Figure 6.5 a) for
Figure 6.4: Comparison of the average reconstructed moment of four measurements of each source strength reconstructed by MRXImage and MSA, showing a linear relationship between the two of $1.27 \times \text{MRXImage} + 202 = \text{MSA}$

![Graph showing linear relationship](image1)

Figure 6.5: The mean distance between the true location and the location reconstructed by MSA (a) and MRXImage (b) for a single source placed at each of three positions within the field of view.

![Distance graphs](image2)
MSA and b) for MRXImage. Overall, the average error in the reconstructed location was similar between the two algorithms as a function of mass of nanoparticles. Both MRXImage and MSA reconstructed sources containing between 10µg and 500µg of nanoparticles within 2 mm, approximately 1 voxel for MRXImage, of the true source location. Both algorithms had increasing error with decreasing mass of nanoparticles below 10µg. The error also increased for the reconstruction of the phantom containing 1000µg using both algorithms. A two-way ANOVA showed no significant difference in the reconstructed error as a function of the source location for MSA (p=0.41) and MRXImage (p=0.93). Over all of the reconstructions, the maximum error was 6.1 mm (about 3 voxels) for MRXImage and 7 mm for MSA. For both algorithms, the largest error in the location was in the reconstructed depth of the source. In fact, both algorithms reconstructed all of the phantoms within 2 mm of their true location in the x-y plane.

Figure 6.6 shows the effect of the voxel size on the magnetic moment and location of the source reconstructed by MRXImage. Across all voxel sizes, the reconstructed location of the source varied less than 1 mm. The reconstructed moment varied less than 2% for sources with at least 5µg, and less than 4% for all sources.

6.1.2 Multiple source detection

In the previous section, we quantified the expected uncertainty in moment and location as a function of source strength and position when a single source is present with both algorithms. In this section, we will test the hypothesis that our algorithm will more accurately reconstruct distributions of multiple sources than the current algorithm, MSA. To do so we measured pairs of phantoms with ratios of 2, 5, 10, 50 and 100. The stronger of the pair was located at (-0.9 cm, 0.9 cm), and the weaker at (0.9 cm, -0.9 cm), with the same SPMR procedure used in the single source test. We reconstructed each distribution in the same way as with the single source distributions. To evaluate the reconstruction, we compared the error in the reconstructed moment of each source to that of when the same
Figure 6.6: The reconstructed location of the source in x (a), y (b), and z (c) and the magnetic moment (d) for a source containing between 0.5 µg and 1000 µg of nanoparticles, reconstructed with MRXImage using cubic voxels with side lengths between 1.5 mm and 4 mm. The reconstructed location of the source when placed at the center of the field of view is denoted by ‘o’ and the ‘×’ denote the source was placed at (0.9 cm, -0.9 cm).
source was measured in the same location in the single source trial. We normalized the errors by the expected standard deviation from the single source trial, so that each error is with respect to the expected error for the same source measured alone. We call this quantity $\text{Error}_\sigma$. Equation 6.2 describes the $\text{Error}_\sigma$ of a magnetic moment $m_i$ measured in the two-source configuration for a source strength $i$ with a mean magnetic moment $\bar{m}_i$ and standard deviation $\sigma_i$ when measured alone.

$$\text{Error}_\sigma = \frac{m_i - \bar{m}_i}{\sigma_i} \quad (6.2)$$

**Multiple source results**

The error in the reconstructed moment as a function of source strength is shown in Figure 6.7 for MSA (left column) and MRXImage (right column) reconstructions of the weaker (top row) and stronger (bottom row) of each pair of sources. The black ‘×’s denote when the source was not found within the designated ROI. As shown in the left column of Figure 6.7, MSA failed to reconstruct 13 out of the 46 sources that contained at least 0.5 µg of nanoparticles, and failed to reconstruct all but two sources containing at least 100 µg of nanoparticles within two standard deviations of the expected moment from the single source trials. For the 36 sources between 0.5 µg and 100 µg of nanoparticles, MSA reconstructed only 11 within two standard deviations of their single source measurements. In every case in which the 5 µg source was the stronger of the two, and in half of the cases in which the 10 µg source was the stronger of the two, neither source was found. While MSA did not detect the 0.1 µg source in any of the cases when it was measured alone, it did detect it in one of the two-source distributions.

As shown on the right column of Figure 6.7, MRXImage missed only two sources with at least 0.5 µg of nanoparticles. MRXImage reconstructed all but two sources with at least 50 µg of nanoparticles within one standard deviation of the moment when measured alone. All of the sources with 5 µg or 10 µg of nanoparticles were detected in the two-
Figure 6.7: Error in the reconstructed magnetic moment for distributions of two sources, using MSA and MRXImage. The sources that were not found within the limits of the region of interest (ROI) are denoted by an ‘x’.
source configuration, but the errors were higher than what was seen when the sources were measured alone. The 0.5µg and 1µg sources were each missed in one case, and when detected, the error in the reconstructed magnetic moment was higher than expected. For the cases in which the 0.1µg-source was present, which was undetectable in the single source test, the larger source was found within the expected error, and the 0.1µg source was not detected. For both algorithms, the errors tended to be higher for sources were similar in strength.

Figure 6.8: Error in the reconstructed location for distributions of two sources, using MSA and MRXImage. The sources that were not found within the limits of the region of interest (ROI) are denoted by an ‘x’.

The error in the reconstructed location for each pair of sources is shown in Figure 6.8 for MSA (left column) and MRXImage (right column). Of the sources that MSA
reconstructed within the ROI, all but three sources with at least 10 µg of nanoparticles within 2 mm of their true location. Of the 18 sources between 0.1 µg and 10 µg, ten were reconstructed within 8 mm of their true location. MRXImage reconstructed all but two sources with at least 10 µg of nanoparticles within 2 mm of their expected location. Sources with smaller amounts of nanoparticles were reconstructed with a maximum error of 1.3 cm from their expected location, or not found at all.

Figure 6.9: The reconstructed locations of the strong (triangle) and weak (square) sources

Errors in the MSA reconstructed location of the sources tended to be scattered across the field of view, resulting in many sources being reconstructed outside of the ROI, as shown in Figure 6.9. Errors in the reconstructed location with MRXImage tended to cause the sources to move towards the center and bottom of the field of view. For both algorithms, large errors in the reconstructed location did not necessarily correspond to large errors in the reconstructed moment.
6.2 Blinded tumor detection study

In order for SPMR technology to safely move into the clinic, it must first be shown to work in small animal models. However, SPMR of mice introduces some challenges due to the much smaller anatomy than humans. The biggest challenge is the close proximity of the liver to the tumor. It is well known that a large fraction of intravenously injected SPIO particles are non-specifically taken up by macrophages and ultimately end up in the liver [citation]. Therefore, it is important that the reconstruction algorithm is able to detect a small tumor signal in close proximity to a large signal from the liver. We tested three SPMR reconstruction algorithms in a phantom study designed to simulate the scenario of detecting a small amount of tumor-bound particles in close proximity to a large amount of non-specific binding in the liver. The goal of this study was to compare the ability of three reconstruction algorithms to accurately determine whether a second source was present without prior knowledge of the true number of sources.

6.2.1 Methods

6.2.2 Experimental procedure

Clusters of immobilized particles in the tumor and liver were simulated by drying various amounts of SPIO particles on the tip of a cotton swab in zero field. The phantoms were positioned within the field of view according to the approximate location of the liver and potential tumor sites on the left and right flank of the mouse, as shown in Figure 6.10. Out of a total of 60 test cases, 6 contained no phantoms. In 20 cases, a single phantom was placed at the at the location of the liver (Figure 6.10b) to simulate a mouse with no tumor. In 34 cases two sources were present. Of the two, the phantom containing more particles was always located at the liver position, and the second phantom was located at the position of the left flank in 17 cases and the right flank in 17 cases (Figure 6.10c and d). The number of cases with a given mass of particles used in the single source cases are
listed in Table 6.1 and in Table 6.2 for the two source cases.

Figure 6.10: The arrangement of the phantoms used in the tumor detection study is based on a small animal model in which after intravenous injection, most of the particles collect in the liver and a only small number bind in the tumor located on the left or right flank. The user was asked to determine whether each case contained zero (not shown), one (b), or two sources with the second source to the left (c) or right (d).

The SPMR data for the test set was collected over five days. Background measurements consisted of 50 SPMR pulses collected with no source present. Background measurements were collected at the start of each day, and repeated after every five test cases. For analysis, each test case was assigned the most recent background measurement prior to when the data was collected. The 60 test cases each containing zero, one or two sources were collected in a random order. For each test case, the stage was manually positioned at
Table 6.1: The number of single source test cases in the detection study with a given mass of nanoparticles.

<table>
<thead>
<tr>
<th>Source mass (µg)</th>
<th>Number of test cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.39</td>
<td>3</td>
</tr>
<tr>
<td>0.78</td>
<td>3</td>
</tr>
<tr>
<td>1.56</td>
<td>3</td>
</tr>
<tr>
<td>3.13</td>
<td>3</td>
</tr>
<tr>
<td>6.25</td>
<td>2</td>
</tr>
<tr>
<td>12.5</td>
<td>2</td>
</tr>
<tr>
<td>25</td>
<td>2</td>
</tr>
<tr>
<td>50</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 6.2: The number of two source cases in the detection study with each combination of large source mass (columns) and small source mass (rows) of nanoparticles. For each pair of large and small sources, half were located on the left and half on the right. The test set contained a total of 34 cases containing two sources.

<table>
<thead>
<tr>
<th>Small source mass</th>
<th>Large source mass</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 µg</td>
<td>25 µg</td>
</tr>
<tr>
<td>6.25 µg</td>
<td>2</td>
</tr>
<tr>
<td>3.13 µg</td>
<td>4</td>
</tr>
<tr>
<td>1.56 µg</td>
<td>4</td>
</tr>
<tr>
<td>0.78 µg</td>
<td>2</td>
</tr>
<tr>
<td>0.39 µg</td>
<td>0</td>
</tr>
</tbody>
</table>
six locations in \((x \text{ cm}, y \text{ cm})\): \((0, 0), (0, 1), (-1, 1), (-1, 0), (-1, -1), (0, -1)\). The location of the sensors with respect to the field of view for these stage positions according to the calibration conducted shortly before the data was collected is shown in Figure 6.11. A total of 10 SPMR pulses were collected at each of the six stage positions.

![Figure 6.11: The location of the sensors (black circles) relative to the field of view for the six stage positions used in the detection study.](image)

The data was reconstructed by users who had no part in the data collection and initially no knowledge of the true phantom configuration in the test cases. One user was assigned MSA and one MRXImage. Each algorithm consists of a pre-processing method and a reconstruction method. The users were instructed to classify each test case as having no sources, one source, two sources with the second to the left, or two sources with the second to the right. Before being provided the test set, each user was given a training set that consisted of 14 cases each with one or two sources along with the true configuration for each case. This was meant to allow the user to become familiar with the software and formulate appropriate criteria for determining the number of sources in each case, and therefore the results of the training set were not recorded.
The initial blinded analysis with MRXImage and MSA are referred to as MRXImage-B6 and MSA-B, respectively. Each analysis included all six stage positions. Per usual protocol in MSA, the user manually selected bad pulses to be excluded based on visual inspection. The default initial conditions for the least-squares optimization corresponding to $[x_0, y_0, z_0, m_0] = [0 \text{ cm}, 0 \text{ cm}, -4 \text{ cm}, 1 \times 10^4 \text{ pJ T}^{-1}]$ were used for both sources. The sensor tilt angle and arc length for MSA were set to according to measured values of $6.5^\circ$ and $2.3 \text{ cm}$ (corresponding to $h = 20.3 \text{ cm}$), respectively. A dewar rotation angle of $148^\circ$ was used according to measurements performed at the time of installation.

The MRXImage reconstructions were performed on a field of view that spanned from -3.9 cm to 3.9 cm in $x$, -4.2 cm to 3.6 cm in $y$, and -5 cm to -1 cm in $z$, divided into $3 \text{ mm} \times 3 \text{ mm} \times 2.5 \text{ mm}$ voxels. The data fidelity parameter was set to $\lambda_s$ (Equation 5.6). MRXImage calculated the forward model using a dewar rotation angle of $144.8^\circ$, a sensor tilt angle of $7.86^\circ$, an arc length of $2.2 \text{ cm}$ (corresponding to $h = 16.2 \text{ cm}$), and a displacement of $0.34 \text{ cm}$ in $x$ and $0.21 \text{ cm}$ in $y$ found from the optimization procedure described in Chapter ?? performed one month before the data for this study was collected. The largest difference between the two sets of model parameters is in the tilt of the sensors (and therefore $h$). This will have the strongest effect on the reconstructed depth of the source, which shouldn’t change the results of the classification study since only the presence or absence of a source is being tested, not its location. Based on the technical drawings of the sensors and results of subsequent forward problem calibrations, the sensor tilt angle of $6.5^\circ$ used in MSA was likely more accurate than the $7.86^\circ$ used in MRXImage, and the dewar rotation angle of $144.8^\circ$ used in MRXImage was more accurate than the $148^\circ$ used in MSA. To ensure that the slightly shifted dewar angle did not adversely affect the results of MSA, we repeated the study using a dewar angle of $144.8^\circ$. The results of this analysis are included in Appendix 10.3, but saw no improvement in the results indicating that the original parameters could to be considered correct for the purposes of this study.

Two additional analyses were performed with MRXImage. First, the data was re-
analyzed by the same blinded user with only the first four of the six stage positions. This analysis is referred to as MRXImage-B4. Then, the data was re-analyzed by a different blinded user with sensor location parameters optimized for the discretized forward model but calculated the matrix $A$ using the midpoint approximation. Specifically, values of 15.73 cm for $h$ (corresponding to an arc length of 2.15 cm), a dewar rotation angle of 143.9°, and 0.24 cm for the displacement in $y$, and the first four stage positions were used. All other reconstruction parameters remained the same, and this analysis is referred to as MRXImage-E4. The four analyses presented here are summarized in Table 6.3.

<table>
<thead>
<tr>
<th>Name</th>
<th>Algorithm</th>
<th>Stage Positions</th>
<th>Parameters</th>
<th>User</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSA-B</td>
<td>MSA</td>
<td>6</td>
<td>Correct</td>
<td>A</td>
</tr>
<tr>
<td>MRXImage-B6</td>
<td>MRXImage</td>
<td>6</td>
<td>Correct</td>
<td>B</td>
</tr>
<tr>
<td>MRXImage-B4</td>
<td>MRXImage</td>
<td>4</td>
<td>Correct</td>
<td>B</td>
</tr>
<tr>
<td>MRXImage-E4</td>
<td>MRXImage</td>
<td>4</td>
<td>Incorrect</td>
<td>C</td>
</tr>
</tbody>
</table>

Table 6.3: Summary of the analyses conducted for the blinded study

*Analysis of results*

The overall results of each analysis are presented in a $4 \times 4$ confusion matrix in which each column represents the true classification of each case, and the column represents the classification based on the reconstruction. The benefit of a $4 \times 4$ confusion matrix is that it presents all of the results in a way that is organized and easy to understand and allows us to calculate the overall accuracy (cases correctly classified out of the total number of cases) of the algorithm. However, it is not conducive to calculating important metrics which apply only to binary classification tasks. For this reason, we must compute the precision and recall of each class separately. We do so by calculating the $2 \times 2$ confusion matrices for each class using a one-versus-all approach [104]. This approach, for a given class $A$, compares cases classified as “$A$” with those classified as any other class, or “Not A”. One effect of this simplification is that there will be a large number of true negatives (“Not A” cases correctly classified as “Not A”) in each class, which may skew some metrics. Therefore, we chose to
evaluate the precision and recall metrics, because they are not affected by the number of true negatives. The precision of a test (Equation 6.3) with respect to class “A” is defined as the number of cases that were correctly classified as “A” (true positives) out of all of the cases that were classified as “A” (true positives plus false positives). Precision is also known as positive predictive value, or the probability that a positive test result is correct. Recall (Equation 6.4) is defined as the number of cases that were correctly classified as “A” (true positives) out of all of the cases that truly belong to class “A” (true positives plus false negatives). Recall is also called sensitivity, or the probability that a test will detect a truly positive case. A diagnostic test needs to have both a high precision and recall. In the case of cancer diagnosis, a test with high recall will reliably detect disease in patients that truly have disease, whereas a test with high precision will reliably identify patients who are truly healthy. The consequences of a test with low recall would be that patients with cancer could go undetected, while a test with low precision could result in unnecessary treatment of healthy patients.

\[
\text{precision} = \frac{TP}{TP + FP} \tag{6.3}
\]

\[
\text{recall} = \frac{TP}{TP + FN} \tag{6.4}
\]

We also evaluate the performance of each algorithm as a classifier using Cohen’s Kappa statistic (Equation 6.5) and Cohen’s Weighted Kappa statistic (Equation 6.7) [105, 106]. In our case, this statistic measures how much better a classifier performs than would be expected from a trivial classifier. For instance, given a data set in which only one case out of 100 was classified as 'true', a classifier that simply labeled everything 'false' would have 99% accuracy. However, the kappa statistic for this classifier would be zero. Given that our test set has multiple classes with an unequal number of cases in each class, this statistic provides a valuable single measure of the accuracy of a classifier. See Appendix
8.1.1 for further discussion of the kappa statistic.

\[ \kappa = 1 - \frac{1 - p_o}{1 - p_e} \quad (6.5) \]

\[ p_e = \frac{1}{N^2} \sum_k n_{ka} n_{kT} \quad (6.6) \]

In Equation 6.5, \( p_o \) is the observed accuracy of the classifier, and \( p_e \) is the expected accuracy, which is determined by Equation 6.6, where \( n_{ka} \) is the number of times rater \( a \) predicted category \( k \), \( n_{kT} \) is the true number of items in category \( k \), for a total of \( N \) items.

Another benefit of the kappa statistic is that it can also account for the severity of classification errors. Take for example a case in which there are two sources, with the second to the left. A classification of zero sources and a classification of two sources with the second to the right are both wrong. However, a classification of zero sources would have more severe clinical consequences than finding both with one in the wrong location. The weighted kappa statistic would allow the zero source classification to be penalized more strongly than the location error. The penalties are defined by a weighting matrix, where the elements are rated with the severity of the error. The weighted kappa \( \kappa_w \) is defined in Equation 6.7 for elements \( o_{ij} \) and \( e_{ij} \) of the observed and expected confusion matrices, respectively. The weighting matrix we used is shown in Table 6.4. When the off diagonal elements are 1 and the diagonal elements are 0, the weighted kappa is equal to the kappa statistic.

Another benefit of the kappa statistic is that it can also account for the severity of classification errors. Take for example a case in which there are two sources, with the second to the left. A classification of zero sources and a classification of two sources with the second to the right are both wrong. However, a classification of zero sources would have more severe clinical consequences than finding both with one in the wrong location. The weighted kappa statistic would allow the zero source classification to be penalized more strongly than the location error. The penalties are defined by a weighting matrix, where the elements are rated with the severity of the error. The weighted kappa \( \kappa_w \) is defined in Equation 6.7 for elements \( o_{ij} \) and \( e_{ij} \) of the observed and expected confusion matrices, respectively. The weighting matrix we used is shown in Table 6.4. When the off diagonal elements are 1 and the diagonal elements are 0, the weighted kappa is equal to the kappa statistic.

There are some limitations to the kappa statistic. It should not be used to compare performance on different data sets, or project to other measures of performance. Here, we are simply using it to compare the classification of this data set between different algorithms. The kappa statistic reported here should not be used to predict the specific
Table 6.4: The weighting matrix used in the calculation of the weighted kappa statistic performance of any algorithm on future trials.

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>L</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>L</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>R</td>
<td>2</td>
<td>1</td>
<td>0.5</td>
<td>0</td>
</tr>
</tbody>
</table>

6.2.3 Results

**MSA**

The results for MSA-B are detailed in Table 6.5. MSA correctly classified 26 out of the 60 cases, resulting in an overall accuracy of 43.3%. The kappa score for MSA was 0.19 and the weighted kappa score was 0.27, indicating that the reconstruction classified the cases slightly better than random chance. There were no cases in which a source was found when there was in fact no source present, and only 2 cases no source was found when at least one source was present. This resulted in a recall of 1 and a precision of 0.75 for the zero source classification. In the cases in which a single source was present, MSA correctly identified all of the sources that contained at least 1.6 µg of nanoparticles, and 2/3 of the cases with sources containing 0.4 µg and 0.8 µg of nanoparticles. MSA did not misclassify any cases containing a single source as containing two sources. The recall for the one-source classification was 0.9 and the precision was 0.36. The largest contribution to the low overall accuracy was because most (32 out of 34) of the cases containing two sources were classified as having only one source. This resulted in a recall and precision of 0.06 and 1, respectively, for both the Right and Left classifications.
Table 6.5: The overall classification results for MSA-B

<table>
<thead>
<tr>
<th>MSA-B</th>
<th>True classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Reconstructed</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>L</td>
</tr>
<tr>
<td></td>
<td>R</td>
</tr>
</tbody>
</table>

The blinded analysis with MRXImage using all six stage positions and the correct sensor location parameters, MRXImage-B6, performed the best of the blinded analyses. The detailed results are presented in Table 6.6. MRXImage-B6 correctly classified 48 out of the 60 cases, for an overall accuracy of 80%, a kappa of 0.72 and a weighted kappa of 0.74. Most notably, it had 100% accuracy in determining the presence or absence of a source, in that it correctly classified all six cases that contained no source, and in no case did it classify a case containing one or more sources as having no source. This resulted in perfect (100%) precision and recall for the zero source cases. Of the single source cases, MRXImage-B6 misclassified two as having two sources, with one to the left and one to the right, resulting in a recall score of 90%. The analysis misclassified nine cases with two sources as having only one source, leading to a precision score of 67%. MRXImage-B6 correctly identified 14 out of 17 cases with two sources and the second source to the left. The three cases that were misclassified were classified as having only one source contained 1.56 µg of nanoparticles or less. The precision and recall for the cases with a second source to the left were 88% and 82%, respectively. The performance on two source cases in which the second source was to the right was slightly worse than when the second source was on the left. Six of these 17 cases were classified as containing only one source. In all but one case in which the second source was missed, the second source contained 0.78 µg of particles or less. In one case the algorithm missed the second source containing 3.13 µg. In
one case, the second source was found on the wrong side. The precision and recall for the
two-source cases with the second to the right were 91% and 59%, respectively.

<table>
<thead>
<tr>
<th>MRXImage-B6</th>
<th>True classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Reconstructed</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>L</td>
</tr>
<tr>
<td></td>
<td>R</td>
</tr>
</tbody>
</table>

Table 6.6: The overall classification results for MRXImage-B6

The effect of 4 versus 6 stage positions

The data was also analyzed with MRXImage using only the first 4 stage positions. The
4x4 confusion matrix for MRXImage-B4 is presented in Table 6.7. The overall accuracy of
the analysis with four stage positions was 73.3%. The kappa score and weighted kappa score
were 0.63 and 0.66, respectively. In comparison to the analysis with all six stage positions,
there was an increase in the number of single source cases misclassified as containing two
sources, and a few additional cases with two sources misclassified as having only one source.
This indicates that the additional stage positions help determine the number of sources,
which could reduce the number of false positives in the case of only one source, and false
negatives in the case that there are two sources. However, the use of fewer stage positions
did not reduce the accuracy of the algorithm for distinguishing the presence of at least one
source from the absence of any source.

The effect of inaccurate forward model parameters

Finally, we can evaluate the effect of having inaccuracies in the forward model on
the end classification result. This analysis is possible due to the fact that after the first
blinded analysis with MRXImage errors were discovered in the forward problem parameters.
This might explain why after an initial analysis, it was thought that two of the stage positions were corrupted, and that excluding them would improve results. However, as shown in the previous section, excluding stage positions reduced the performance of all of the algorithms. It is likely that the residual field patterns that prompted the exclusion of the stage positions were actually due to errors in the forward problem rather than errors in the stage positioning. Specifically, the initial analysis used the parameters from the fit of the discretized forward model, but then did not calculate the system matrix using the discretization method. Specifically, the parameter $h$ was set to 15.73 cm instead of 16.1 cm, and the dewar angle was 2.51 rad rather than 2.58 rad. There was also a typo in the $y$ displacement, which was 0.2410 cm rather than 0.2041 cm. The error in the displacement would have shifted the result, but shouldn’t have affected the classification. The errors in the dewar angle and $h$ shifted the modeled sensor locations as shown in Figure 6.12.

The classification performance measures for the analysis with the incorrect forward model parameters (grey) and the corrected parameters (black) are shown in Figure 6.13. Errors in the sensor locations of just a few millimeters decreased the accuracy of the classification by more than 10%. Even with only four stage positions and errors in the forward model, the overall accuracy was still higher than that for MSA with all six stage positions.

A summary of the performance metrics for each analysis is presented in Figure 6.14. For simplicity, the binary-based precision and recall scores presented here are an average score over the four classifications for each algorithm. Overall, MRXImage had the highest
Figure 6.12: Errors in the forward problem parameters caused a shift in the sensor locations for one analysis of the blinded study with MRXImage. The corrected forward model parameters showed improved classification results.

Figure 6.13: The classification performance of MRXImage with incorrect (grey) and correct (black) forward model parameters.
Figure 6.14: The kappa statistic (Eq. 6.5), weighted kappa (Eq. 6.7), and overall accuracy of the blinded classification study analyzed with MSA (MSA-B), and three analyses with MRXImage (MRXImage-B6, MRXImage-B4, and MRXImage-E4)

score for each of the performance metrics. The weighted kappa was slightly higher than the kappa statistic for all three algorithms. This indicates that there was a higher occurrence of less severe errors, such as misclassifying the location of a source than of more severe errors, such as missing the presence of both sources. The high average precision score for MSA-B highlights why binary classification metrics such as precision and recall may not be appropriate measures for multi-class data. MSA had perfect precision for the two-source cases, because by classifying all but one case on each side as having only one source (negative) it avoided having any false positives. In turn, this resulted in a low precision for the single source class. However, since the class-wise averaging considers the performance of each class equally, the high precision for the two-source classes twice outweighed the low score for the single source class, resulting in a artificially high class-average precision score. MSA also had a higher overall accuracy relative to its kappa scores than the accuracy of MRXImage relative to its kappa scores. This further demonstrates the ability of the kappa statistics to adjust for imbalances in the classifiers resulting in a more intuitive measure of performance.
6.3 Conclusions

In this section, we presented the results of a virtual clinical model designed to simulate the detection of tumors embedded on the left or right flank of a mouse model. We found that the current reconstruction method accurately determined the absence of a source, and detected all of the cases with single sources with at least 1.6 µg of nanoparticles. However, it was almost completely unable to identify a second source, misclassifying all but two out of 34 two-source distributions as having only a single source. This has serious implications for clinical applications, in which these missed cases represent false negatives. This could result in a high number of cancers going undetected or being under-staged, leading to failures in treatment and recurrence. The new reconstruction method performed much better on the cases with two sources. MRXImage had the better performance by all measures of the three blinded analyses of the algorithms with an accuracy of 80%. MRXImage found false positive sources in only two of the 20 cases with one source, but none when there was no source present. MRXImage correctly classified 25 of the 32 two-source cases as having two sources, showing a vast improvement over MSA.

In a meta-analysis we investigated how the number of stage positions, method of classification given a reconstruction, and errors in the forward model affected the overall classification performance of the algorithms. We found that an objective analysis based on simple criteria on the clusters of the reconstruction from MRXImage resulted in approximately the same performance as a human reader. This indicates that MRXImage is largely unaffected by reader choices, and that the classification could potentially be easily automated for standardized outcomes. We also found that increasing the number of stage positions from 4 to 6 improved the accuracy of the classification by 5 to 7% across all of the algorithms. This indicates that although simulation studies found little to no benefit for two-source reconstructions above 2 stage positions, that when the complexity of real data is considered, more stage positions can indeed improve the results. Further investi-
gation is warranted to better determine how the performance of the algorithms changes as a function of stage positions with each combination of 1 to 6 stage positions and different source strengths. Finally, we found that even small errors in the forward model can have a large detrimental impact on the overall performance of MRXImage.
Chapter 7

Conclusions and Future Work

Superparamagnetic relaxometry (SPMR), could potentially improve the early detection of cancer. However, progress toward translation into the clinic is currently impeded by the inability of the current reconstruction method to reliably distinguish multiple clusters of cancer-bound nanoparticles within a sample. In this work, we demonstrated that a compressed sensing approach to the reconstruction of SPMR data improved the detection of multiple sources over the current method of reconstruction.

7.1 Theory and measurement methods

The physics of nanoparticle relaxation is highly complex and is still an active area of research. Throughout this work, we apply simplified models of this complex system to allow us to analyze the feasibility of our methods to a first approximation. We make one such simplification by treating clusters of immobilized nanoparticles as a single dipole moment and assume no interactions between the particles or neighboring clusters. While this assumption is valid for small clusters of highly immobilized particles, such as the cotton swab phantoms used in this study, it may not be true in all cases. For example, in in vivo models, the nanoparticles will likely be dispersed throughout an organ such as the liver, which cannot be said to resemble a point source. If the particles are traveling
through a tight cluster of lymph nodes, there may be interaction between the particles in neighboring lymph nodes. In either case, the condition that the distribution of particles resembles a sparse field of point sources may not be adequate. Faced with this scenario, it is likely that the reconstruction algorithm presented here would identify the centroid of neighboring clusters or the volume containing the nanoparticles. Future work should be done to experimentally determine the physical limits of these assumptions through a spatial resolution study with point sources and the development of new phantoms containing bound nanoparticles distributed throughout a volume. Modifications to the optimization problem, such as the use of a total variation term, may extend the application of the algorithm to such cases and should be investigated.

We also assume that the particles are either "bound" and thus relax entirely through the Néel process, or free to rotate, and thus relax entirely through Brownian processes. As demonstrated in Chapter 3, this approximation is suitable for the work presented here. However, it is possible that multiple modes of decay could be detected and isolated from the decay curve. This would open the possibility to determine not just whether particles are immobilized, but by what mechanism. For instance, the portion of the residual field due to aggregated particles could be distinguished from the portion due to cancer-cell bound particles due to the subtle differences in the decay constants. Whether this is possible given the current sensitivity of the device should be determined in future experiments. If it is possible, then the values of $\alpha_{est}$ from each decay mode could simply be reconstructed separately, resulting in a separate "cell-bound" distribution and an "aggregation" distribution. The potential for this has been investigated by other groups in the context of magnetic particle imaging, and applying these methods to SPMR would be straightforward and worthwhile [107].
7.2 The forward model

In Chapter 4, we presented a procedure for calibrating the location of the sensors used in the forward model to the data. This process is necessary because it is impossible to measure the exact location of the gradiometer coils once they have been placed inside the cryogenic dewar. Using the data-calibrated sensor locations, we found that our forward model agreed with the measured data within 2%. The data we collected for the calibration also allowed us to evaluate the variation in the measured data, as well as the average agreement between the model and the data. We found that the variation between values of repeated measurements was not dependent on the magnitude of the measurements. We also found that the variation in repeated measurements was different for each sensor. The average deviation of the measured field values from the field values predicted by the model over all of the sensors was $4.9 \times 10^{-4}$ pT. In our simulation studies, we used this knowledge of the measurement characteristics to model measured data.

In the validation study, we showed that using incorrect sensor parameters can decrease the overall performance of the algorithm. Therefore, it is important that these values are well known when any data set is analyzed. Most of the sensor location parameters are physical dimensions that are determined when the gradiometer array is built and therefore can be validated with manual measurements of the array and should not change over time. We were unable to verify the measurements explicitly through physical measurement because it would require removing the probe stack from the cryogenic dewar, which is prohibited by the manufacturer. Therefore, we relied on the physics model to determine the values implicitly from measurements. This also acts as a secondary validation of the forward model, since the optimal parameters agreed with the drawings that we had been provided by the manufacturer. The only sensor location parameter that can change after the array is constructed is the dewar rotation angle. The name may be a misnomer, since even though the dewar can not move in the housing structure of the MRX device,
we have found that the gradiometer array can rotate within the dewar after installation. Improvements to prevent this in the future are currently in development, but this further emphasizes the importance of this calibration procedure. The data collection for the entire procedure requires several days, so it is not feasible to do on a frequent basis. However, for future studies we recommend a much shorter procedure to spot check the forward model is undertaken before every study. If the spot check identifies a possible error between the model and the data, the full calibration procedure can be undertaken to determine the cause of the discrepancy and recalibrate the forward model if necessary. In addition to diagnosing and correcting errors, the calibration procedure should be performed immediately after installation and any major hardware changes to establish an initial set of sensor location parameters and verify that the forward model and data agree with the technical drawings of the gradiometer array.

The calibration procedure presented here can easily be applied to any gradiometer geometry. For example, in the future parallel gradiometers may be employed in place of the rotated array described in this work. In this case, the sensor location parameters used in this work no longer be able to adequately describe the location of each sensor. Instead, new parameters will need to be derived that describe the new geometry of the array. Then, the location of the gradiometers within the forward problem would need to be adjusted according to the new geometry. Once these changes are made, the calibration procedure and reconstruction algorithm can be applied without further modification.

### 7.3 Sensitivity to parameters

We then used our validated forward model to perform simulated experiments to investigate the effect that choices of experimental design and reconstruction parameters had on the overall reconstruction accuracy. The experimental design parameters we tested included the use of one to nine stage positions and taking between 1 and 30 pulses per
stage position. For each experimental design parameter we tested, we also examined how
the reconstruction was affected by the choice of data fidelity parameter. We tested these
conditions on simulations of one and two dipole sources.

We found that for a single dipole source, the use of more than one stage position
conferred only marginal increases in the accuracy of the reconstruction. For the simulation
of two sources, the addition of a second stage position more than doubled the accuracy
of the reconstruction. This result follows from the math behind the least-squares fit of
the forward model to locate a known number of sources. Given that only one dipole is
present, there are four unknown variables to solve for: the moment, and three dimensions
of location. Therefore, measurements at only four sensor positions are needed to reconstruct
the source. Since each stage position provides seven measurement locations, a single stage
position is sufficient to reconstruct a single source. Each additional source introduces four
additional unknowns, and therefore requires four additional sensor locations. This is why
for the two source distribution, which would require at least eight measurement locations,
we see a substantial loss in accuracy when the reconstruction is based on only one stage
position (which provides only seven sensor locations). The accuracy is restored when the
number of sensor locations is more than 8, in our case by adding a second stage position.
While this intuition is based on reconstructing the sources from a typically over-determined
least-squares fit of the forward model, it is interesting that the limits are not overcome by
using the under-determined compressed sensing approach.

Future work should be done to extend these preliminary findings. First, it cannot
be assumed that these results hold for distributions of more than two dipoles. While
it is mathematically feasible to solve for n dipoles with at least 4n sensor locations, the
reconstruction may not return the correct distribution. By design, the algorithm aims to
find the fewest number of dipoles that can account for the detected magnetic field within
the limits imposed by the data fidelity parameter. This means that if the algorithm can
account for the field detected at the sensor locations within the limits imposed by the
data fidelity parameter with a single dipole, it will always return this solution. The only way to avoid this is to sample the magnetic field at locations that best distinguish the true magnetic field pattern from one that can be fit with a single dipole. Without prior knowledge of the true dipole locations, this is an impossible task. However, each additional sensor location improves the probability that these differences are captured.

It is also possible that the sensor locations that provide the best chance to reconstruct multiple sources can be determined mathematically. In this work, we attempted to use the conditioning number as a measure of the ability of the sensing matrix \( A \) to accurately reconstruct the true dipole distribution. However, we found that it did not serve as an appropriate measure of propagation of error from the measurement to the reconstruction as it should, and therefore is unlikely to be a reliable measure of quality. This is likely due to the fact that this behavior relies on the sensing matrix to satisfy the relationship \( \mathbf{x} = A^\dagger \mathbf{b} \), which does not hold for our sparse reconstruction approach. Other metrics for evaluating the potential information in a sensing matrix have been proposed in the literature, but only apply to sufficiently incoherent matrices, of which ours is not. Future work should be done to determine how to optimize the sensing matrix. Potential directions include minimizing the mutual information between sensor locations or using adaptive grid spacing to reduce coherence.

Additionally, this work considered only one possible set of stage positions. Further work should be done to confirm that these results hold for different choices of stage positions, or for these stage positions in a different order. The pattern of sensor locations for these stage positions is dependent on the rotation of the sensor array within the dewar, and therefore will vary between devices. It is important that these findings are confirmed using other sensor array rotation angles before the results are considered applicable beyond the specific setup used here. It is highly likely that the location of the sensors is as or more important than the number of sensor locations for cases with at least 4 times as many sensor locations as potential dipoles. Therefore, while the overall conclusions should be
consistent, the specific values of accuracy may be different for a different sensor geometry.

We used simulations to determine the effect of the choice of the data fidelity parameter $\lambda$ on the accuracy of the reconstruction. We simulated measurements of a single source and two sources using three stage positions, and between 1 and 30 pulses per stage position over a range of SNR from 0 dB to 20 dB. We reconstructed these simulations using 40 values for the data fidelity term $\lambda$ which balances the sparsity and the accuracy of the solution. We investigated three values of $\lambda$ specifically. The true value of the error, $\lambda_{\Delta b}$, can only be known in simulations because it is dependent on the true value of the magnetic field from the simulated source, but is a helpful reference point for evaluating other values of $\lambda$. In particular, we investigated two methods of determining $\lambda$ from the measured data, $\lambda_{SE}$ and $\lambda_{\sigma}$. While both are based on the chi-squared statistic, $\lambda_{SE}$ adjusts for the number of pulses that are averaged to determine the mean value of the magnetic field. Therefore, as the number of pulses per stage position increases and the estimation of the true magnetic field increases, $\lambda_{SE}$ accordingly reduces the allowed error in the reconstruction. In our simulations, $\lambda_{SE}$ closely approximated $\lambda_{\Delta b}$ and produced much more accurate reconstructions than $\lambda_{\sigma}$, especially in simulations with more than 15 pulses per stage position. However, in real measurements for which no more than 15 pulses were collected per stage position, the measurement uncertainty is not identical between the sensors, $\lambda_{SE}$ tends to underestimate the error, leading to noisy and inaccurate solutions. Therefore, we used $\lambda_{\sigma}$ for our phantom studies which slightly overestimates the error in simulations, but is a better approximation of the real uncertainty in measurements.

Future work should be done to further refine the method for determining the value of $\lambda$. Currently, the calculation uses the measurements from all of the sensors to estimate the uncertainty and then applies that uncertainty to all of the sensors. However, from the results in Chapter ??, we know that the sensors do not have the same uncertainty characteristics. Therefore, it may be beneficial to account for the uncertainty of each sensor separately when determining $\lambda$. This should be validated through simulations and
phantom studies, as was done here, for both $\lambda_{SE}$ and $\lambda_{\sigma}$. Additionally, it is possible that the constraints in the optimization equation could be separated by sensor, rather than combined into a single parameter. This work considered only a single parameter for simplicity, with the aim to show the feasibility of the overall method and maintain generality with the literature. However, there is no reason that going forward the algorithm could not be tailored to be more specific to this application.

Our simulation studies also aimed to determine the appropriate number of pulses that should be collected per stage position. We found that for reconstructing a single source with a magnitude at least as large as the magnitude of the uncertainty in the measurements, there was little benefit to collecting more than ten pulses at a single stage position. However, there may be benefit to additional pulses per stage position when the magnitude of the sources is less than the magnitude of the uncertainty of the measurements. For the characteristic uncertainty of our system, this would correspond to a single source less than $3.35 \times 10^3 \text{pJ T}^{-1}$ no more than 3 cm below the gradiometers, but may be more or less for other systems depending on the uncertainty of repeated measurements. Additional simulations should be done to extend the results to values of SNR less than zero.

For distributions of multiple sources, we found a substantial benefit to additional pulses for SNR values less than 10. Reconstructions of two sources of $2.0 \times 10^3 \text{pJ T}^{-1}$ that were undetected within an ROI around the true source location, were successfully detected when 30 pulses were used. For sources of $7.9 \times 10^3 \text{pJ T}^{-1}$, the accuracy of the reconstruction doubled when 30 pulses were used rather than only 10. These results indicate that while a single source may be reliably detected with only a few pulses per stage position, the chance of successfully reconstructing distributions containing multiple sources is greatly improved with additional pulses per stage position. This should be considered carefully when designing future experiments for which the number of bound nanoparticle clusters is unknown. Future work should be done to confirm these results in distributions of more than two sources, and for distributions of sources at different depths or of different strengths.
within the same field of view.

Future work should be done to evaluate other reconstruction parameters such as the size of the voxels, the layout of the voxels, and the extent of the field of view. These parameters are visited briefly in Chapter 6, but due to the design of this study and the sparse nature of the reconstruction, these parameters are not expected to substantially affect the results. However, it is likely that these parameters, in conjunction with the data fidelity parameter and experimental parameters presented here, would have an effect on the spatial resolution of the algorithm - that is, the distance between two sources at which the algorithm reconstructs a single source. It is also likely that these parameters will have an important role in the ability of the algorithm to distinguish distributions containing more than two sources. These important interactions are therefore left to future work.

7.4 Performance

Finally, we validated the reconstruction algorithm on measurements of phantoms, and compared it against the current method of reconstruction, MSA. In our phantom studies, we validated the choice of $\lambda_\sigma$ as the data fidelity parameter, then confirmed that the reconstruction algorithm was comparable to the current method for reconstructing a single source, and superior for reconstructing multiple sources. We confirmed these results through a user-blinded tumor detection study to approximate how this improvement would affect the detection of tumors in pre-clinical trials.

The first phantom studies aimed to validate that our compressed sensing reconstruction algorithm, MRXImage, produced results in good agreement with what is currently used for SPMR studies, MSA, on reconstructions of a single source for which MSA is known to perform well. First, we confirmed the choice of $\lambda_\sigma$ as the data fidelity parameter through a similar analysis as was applied to the simulation studies. We found that, contrary to the results of the simulation studies, $\lambda_\sigma$ resulted in better reconstructions, meaning more
consistent values of magnetic moment per mass of nanoparticles and fewer false positive sources, than $\lambda_{SE}$. This result may be surprising, but as discussed in Chapter 5 is likely a better estimate of the true error due to the number of pulses used in this study and the variation of the uncertainty in the measurements between sensors. Based on these studies, we recommend the use of $\lambda_\sigma$ in future experimental work. However, as discussed in Section 7.3 there are still improvements that can be made to how this parameter is defined, specifically accounting for the sensor-specific uncertainties individually.

A linear titration of mass of nanoparticles dried on the tip of a cotton swab confirmed that the magnetic moment reconstructed by both algorithms is linear with the mass of nanoparticles. The value of the magnetic moment reconstructed by MSA was found to be higher than that of MRXImage by a factor of 1.27. This is likely due to a combination of a scaling factor that is included in MSA to convert the Volts output by the SQUIDs to magnetic field and differences in the way the value of the magnetic field is determined from the decay curves in the preprocessing algorithms. This difference can be easily accounted for by calibrating the signal to a known mass of immobilized nanoparticles, and has no impact on the final goal of the reconstruction algorithm as long as it is known and accounted for. We also found that both algorithms have similar accuracy in locating the dipole moment as a function of mass of nanoparticles. For both algorithms, the 0.1µg source was unable to be reconstructed. For MSA, this means that it was either reconstructed with a magnetic moment of zero or located outside of the physically feasible limits of the system. For MRXImage, the value of $\lambda_\sigma$ was greater than the magnitude of the detected field, indicating that the SNR was too low to reliably reconstruct a source. Sources between 0.5µg and 1µg were able to be reconstructed by both algorithms, but the accuracy of both the location and the strength of the source was low. In these cases, the majority of the error came from the sources being reconstructed closer to the detectors and weaker than expected. Sources greater than 1µg were reconstructed within 10% and 5 mm of their expected strength and location, respectively. Sources greater than 5µg were reconstructed
within 5% and 3 mm of their true strength and location, respectively. Going forward, this information can be used in conjunction with the expected number of bound nanoparticles per cell to determine the appropriate dose of nanoparticles for animal and clinical trials.

The motivation behind developing a new approach to reconstructing SPMR data was the poor performance of the current algorithm when reconstructing distributions of more than one source. The two-source phantom studies and the blinded tumor detection study show that MRXImage improves our ability to distinguish multiple sources in the same measurement. When measured alone, MSA could reliably detect any source greater than 0.5 µg of dried nanoparticles. When two sources were present, MSA missed nearly one third of the sources with at least 0.5 µg of dried nanoparticles, while MRXImage missed only two. For the sources that were successfully detected, MRXImage reconstructed their strength more accurately. The location accuracy was high for both algorithms for sources with at least 10 µg of nanoparticles. For smaller sources that were reconstructed by both algorithms, MSA had slightly higher location accuracy. To summarize, for measurements of two sources located approximately 2 cm apart, MRXImage reconstructed sources containing at least 10 µg of nanoparticles within 5% and 2 mm of their expected strength and location, respectively, and successfully detected most sources with between 1 µg and 10 µg of nanoparticles. MSA was able to accurately reconstruct most sources with at least 10 µg of nanoparticles, but missed two thirds of the sources with between 1 µg and 10 µg of nanoparticles. These results indicate that when multiple clusters of bound nanoparticles are possible, for example in in vivo models, MRXImage is more likely to successfully reconstruct both sources.

To test how the algorithm is likely to perform in pre-clinical scenarios, we performed a user-blinded classification study. This study was designed to mimic the scenario in which a mouse has been injected with targeted nanoparticles with the aim to detect the presence or absence of a tumor. Based on our preliminary experience, we expect that a large portion of the nanoparticles will be taken up by macrophages and collect in the liver, resulting in
a large signal approximately 2 cm from the potential tumor site. For cases containing zero or one source, MRXImage and MSA had similar results. Each misclassified two one-source cases. MSA classified two cases as having no source, and MRXImage classified them as having two sources. The clinical implications of missing a source are much greater than finding two sources when there is only one. Out of the 34 cases containing two sources, MSA correctly classified only two, while MRXImage correctly classified 24. This result further strengthens the conclusion that for multiple source distributions, MRXImage is more reliable than the current method of reconstruction.

To tie the work together, we also evaluated the effect of using incorrect forward problem parameters (from Chapter 4), and fewer stage positions (from Chapter 5) on the overall classification accuracy. When only four stage positions were used for the reconstruction instead of six, the accuracy was decreased by 7%. The reduction in stage positions did not reduce the ability of the algorithm to distinguish the presence of at least one source from the absence of any sources. However, the ability of the algorithm to identify the correct number of sources was reduced. This implies that for applications in which only the presence or absence of any source is needed and the correct number of sources is not necessary, six stage positions would not provide any benefit over four. This may be the case for applications where tissues samples are being measured ex vivo to determine whether any disease is present. However, if the number of sources is important, such as when samples are being measured in vivo and may be in close proximity to an area with non-specific binding, then additional stage positions may be beneficial. We also found that errors in the sensor locations of only a few millimeters can reduce the overall accuracy of the algorithm by more than 10%. This further emphasizes the importance of calibrating the forward model and confirming the accuracy of the current model before conducting any experiment.
7.5 Summary and conclusion

The overall goal of this study was to develop and validate a novel SPMR reconstruction algorithm that improved upon the limitations of the current algorithm, including the requirement for prior knowledge of the number and approximate location of the clusters of nanoparticles, and the poor performance of the algorithm for reconstructions of two sources. In this work, we introduce, characterize, and validate, a compressed sensing approach to the reconstruction of the distribution of immobilized nanoarticles from SPMR measurements. We first derive the algorithm from the underlying physics of the nanoparticle relaxation through the SPMR process, and describe how the pulse sequence and physical characteristics of the nanoparticles and their environment can affect the overall reconstructed magnetic moment. These relationships are vital to understanding how one translates the magnitude of the reconstructed moment that is returned by the algorithm to the desired endpoints of mass of bound nanoparticles, or number of cancer cells. Future work on the analysis of the relaxation curves may provide further insight into the source of the signal, enabling the distinction of cell-bound particles from aggregated particles. These fields could then be reconstructed separately to produce a spatial distribution of each interaction type.

We then present a method to calibrate the forward model to measured field values. With our method, we found that the calibrated forward model can predict the measured field values within 2%. Additionally, this analysis provides us valuable information about the uncertainty between repeated measurements for each sensor, which is used later for simulating measurements. The importance of having an accurate forward model is demonstrated in the blinded tumor detection study, where we show a reduction in accuracy of more than 10% when the forward model parameters are incorrect. Future work will be needed to adapt the forward model used here to new sensor array geometries. With the appropriate modifications to the forward model, the reconstruction algorithm will be applicable to any arrangement of sensors.
Through simulation studies, we find that we can determine an appropriate value for the data fidelity parameter that balances the sparsity of the reconstruction with how well it fits the measured data. We also determine that for reconstructions of a single dipole moment, only a few pulses at a single stage position are needed to achieve high accuracy. However when two sources are present, at least two stage positions are required regardless of the noise in the data, and that the accuracy of reconstructions in low SNR conditions can be as much as doubled by increasing the number of pulses per stage position. Future work should be done to extend these results to SNR conditions less than 0 dB, and for different source distributions, including those with more than two sources. There is a significant amount of work to be done regarding the mathematical characterization of the sensing matrix, which is largely coherent and therefore most common methods of analysis are not applicable.

Finally, we found that our algorithm matched the performance of the current algorithm on measurements of a single phantom, but repeatedly outperformed the current algorithm on reconstructions of two sources. For reconstructions of a single phantom, we found that the objectively determined data fidelity parameter provided accurate reconstructions. We also found that for both algorithms, single phantoms measured on our system with less than 0.5 µg of immobilized nanoparticles could not be distinguished from background. Phantoms with between 0.5 µg and 10 µg of immobilized nanoparticles could be detected but were reconstructed closer to the detectors and weaker than expected. Phantoms containing 10 µg or more immobilized particles were reconstructed within 5% and 2 mm of their expected strength and location, respectively. This knowledge will be useful when designing dosages for future in vivo experiments. For measurements of two phantoms, MRXImage repeatedly out performed MSA on both known distributions and blinded analyses. Most notably, MRXImage more than doubled the accuracy of MSA in a blinded classification study based on tumor detection. This means that the current limitations facing the progress of small animal SPMR studies, namely the inability to reliably distinguish
two sources and the need for *a priori* knowledge of the distribution of bound particles, can be overcome with our new reconstruction algorithm. Future work is still needed to extend these results to smaller sources, volumetric sources, and distributions of more than two sources. Additionally, while the algorithm has been thoroughly validated in phantom studies, it has yet to be validated in *in vivo* scenarios. In contrast to the phantom studies presented here, the bound nanoparticles may not be in tight point source-like clusters in a small animal model. It is currently unknown how the sparse reconstruction will handle sources as they approach the limit of sparse clusters. However, even in this case MRXImage should still out perform MSA, which also assumes singular clusters of bound nanoparticles. Additionally, adjustments can be made to the optimization performed by MRXImage, such as an additional term on the total variation of the solution, to allow for more volumetric reconstructions.

In conclusion, we have developed a reconstruction algorithm that overcomes the limitations of the current algorithm that were impeding the progress of *in vivo* studies. While there is still more work to be done, what is presented in this work constitutes a significant advancement in SPMR technology that is an important piece to the translation of this technology into the clinic. With the help of MRXImage, SPMR is one step closer to reducing the high mortality rate of ovarian cancer through safe and effective early detection.
Appendix A: Iterative reweighting for L0 approximation

8.1 Iterative sparsity

Because the $l_1$ norm is not truly a measure of sparsity, the optimal $l_1$ solution may consist of many very small but non-zero elements. This may result in the major components slightly underestimating the true strength of the signal. To minimize this effect, through an iterative regularization procedure the small elements in the L1-optimized result can be forced to zero, while the larger elements are made increasingly accountable for the detected field. We introduce a px1 reweighting vector $\Phi$, initialized to all 1’s, to the minimization term in 3.53.

$$\min_x ||\Phi x||_1 \text{ such that } \begin{cases} ||Ax - b|| \leq \lambda \\ x \geq 0 \end{cases}$$  \hspace{1cm} (B.1)

Thus, there is initially no change to the system. After the $l_1$ solution is found, $\Phi$ is redefined for the next iteration following Equation B.2.

$$\Phi^{i+1} = \frac{1}{x + \epsilon}$$  \hspace{1cm} (B.2)

In Equation B.2 for large values of $x^i$, the corresponding element of $\Phi^{i+1}$ is made small, while where $x^i$ is small (relative to the factor $\epsilon$) $\Phi^{i+1}$ is large. In the next iteration of the optimization, small values of $x$ are further minimized while the larger components are left to satisfy the tolerance conditions. The iteration is stopped when there is negligible change ($||x^i - x^{i-1}|| < 1e-6$) in the solution vector $x$ between iterations. The full algorithm, with bias correction and sparsity iteration, is shown in Algorithm 1.
Algorithm 1 CVX

Require: $A, b$

Require: Parameters $\lambda, \epsilon$

$G = \text{diag}(\frac{1}{||a_j||_2})$

$\hat{A} = AG$

$\Phi^1 = \vec{1}$

$k=1$

while $||x^k - x^{k+1}||$ is small do

minimize $||\Phi^k x||_1$ subject to $||\hat{A}x - b|| \leq \lambda$ and $x \geq 0$

$\Phi^{k+1} = \frac{1}{x+\epsilon}$

$k++$

end while

return $x = G^{-1}x$

8.1.1 Effect on reconstructed moment

The reconstruction of a single point source phantom containing 50 µg of dried nanoparticles located in the center of the field of view before and after reweighting to approximate the L0 norm is shown in Figure B.1. The reconstruction, seen from above, shows a reduction in the number of non-zero voxels far from the location of the true source after just one reweighting iteration. Little change is made by subsequent iterations beyond the first.

Figure B.2 shows the total moment in the reconstruction of a single point source titration at the center of the field of view after the first (L1, denoted by an x) and fifth (L0 approximation, denoted by a +) reweighting step. A ratio paired t-test showed no significant difference in the reconstructed moment after reweighting ($p = 0.253$), and a correlation coefficient of 0.9998. Therefore, we can conclude that there is no benefit gained for the cost of the additional computational time required to recompute the reconstruction with the reweighting for single source distributions.
Figure B.1: The SARA reconstruction of a single source containing 50 µg of immobilized nanoparticles placed at the center of the field of view after each sparsity-enhancing reweighting step.

Figure B.2: The reconstructed moment of a single source located at the center of the field of view containing 0.5 µg of nanoparticles before (L1, denoted by an x) and after (L0 approximation, denoted by a +) five additional reweighting steps to increase the sparsity of the solution and better approximate the L0 norm.
As can be seen Figure B.2, the extra reweighting iterations did not change the total moment reconstructed within the ROI by MRXImage. This is because the reweighting steps simply compress the moment contained in the largest voxels of the L1 solution into a single voxel that best approximates the centroid of the L1 solution. To illustrate this effect the reconstruction of the 50 $\mu$g source at the initial L1 solution, and then after each reweighting step, is shown in Figure B.1. For this reason, only the L1 solution will be considered for this work, unless otherwise noted.
Appendix B: Analysis of simulation results with the normalized error metric

To avoid the drawbacks of the $\text{Error}_x$ metric discussed in Section 5.2 and demonstrated below, we chose to present the results of the simulation studies in terms of ROI accuracy within the main body of the text. For those readers who are interested to see how the results of the analysis using the $\text{Error}_x$ metric, they are presented here.

The normalized error (Equation 5.11) as a function of $\lambda$ for a single source reconstruction using 10 and 30 pulses is shown in Figure C.1. Selected reconstructions of this data are presented in Figures 5.12 and 5.13. The shape of the error curve as a function of $\lambda$ follows the same general trend at all levels of SNR, to varying degrees. The curves start out flat at low values of SNR, at which point the reconstruction has a high degree of noise (see the first row of Figures 5.12 and 5.13). As the voxels near the top of the field of view adjust to satisfy the data fidelity constraint, $\text{Error}_x$ stays relatively constant because the true solution is zero for these voxels. The second phase of the pattern, the sparsity begins to increase and the reconstructed moment moves from many voxels at the top of the field of view toward a cluster of a few voxels at the center. The voxels within the ROI become increasingly accountable for reproducing measured field. At low levels of SNR, the $\text{Error}_x$ becomes highly unstable, as the non-zero voxels in the reconstructed solution may or may not correspond to the single non-zero voxel in the true solution. Eventually, the reconstructed solution condenses to the single non-zero voxel in the true solution. Past this point, the $\text{Error}_x$ steadily increases as the permitted deviation from the detected field is compensated for by decreasing the value of the single voxel.

For all but the smallest value of SNR, $\lambda_\sigma$ selects a sparse solution, for both 10 and 30 pulses. The reconstructions at 10 SNR and above have mostly converged sparse solutions.
at the values of $\lambda$ less than or equal to $\lambda_{SE}$. For these SNRs, the value of $\lambda_{SE}$ is fairly close to the minimum $\text{Error}_x$. The value of $\lambda_{\sigma}$, while sparse, is well into the region in which the magnitude of the solution is decreasing to compensate for the allowed error, resulting in increased $\text{Error}_x$. For the 7 db SNR case, $\lambda_{SE}$ corresponded with the minimum $\text{Error}_x$ reconstruction for 10 pulses per stage position, but underestimated the minimum $\text{Error}_x$ solution for 30 pulses per stage position, resulting in a reconstruction that was stretched over multiple voxels. However, the solution at $\lambda_{SE}$ better estimated the total moment of the true solution than the reconstruction with the minimum $\text{Error}_x$, which further highlights the weaknesses of the $\text{Error}_x$ measure.

The difference between 10 and 30 sample trials was most evident at 3 dB SNR. With only 10 pulses per stage position, $\text{Error}_x$ is highly unstable and greater than 1 at $\lambda_{SE}$, indicating that none of the non-zero components of the solution correspond to the non-zero voxel in the true distribution. At $\lambda_{\sigma}$, the solution has reached a sparse solution, but the error is still very high. With 30 pulses, the solution has converged to a low $\text{Error}_x$, sparse configuration at $\lambda_{SE}$, and a lower $\text{Error}_x$ at $\lambda_{\sigma}$. This implies that additional pulses per stage position may improve the reconstruction at lower levels of SNR.

Much of the shape of the curves is due to the characteristics of the $\text{Error}_x$ metric, making it hard to draw specific conclusions about the reconstructions. During the first phase of the trend, $\text{Error}_x$ is higher for the lower SNRs because the largest voxel of the reconstruction is slightly closer to the detectors than the true solution. Due to the definition of $\text{Error}_x$, it will always be greater than 1 until the reconstructed solution puts at least some non-zero moment in the voxel corresponding to the true solution. Because of this, $\text{Error}_x$ is a measure of both the source component of the reconstruction and the noise at the top of the field of view. As the SNR increases, the reconstruction puts at least some component of the solution in the corresponding voxel, which explains why the early values of $\text{Error}_x$ are less than 1. For very high SNR the majority of the reconstructed solution is contained in voxels corresponding to non-zero components of the true solution, even for
very small values of $\lambda$, so the $\text{Error}_x$ is largely a measure of the noise at the top of the field of view.

The normalized error in the reconstruction, defined in Equation 5.11, of two dipoles as a function of $\lambda$ at each SNR is shown in Figure C.2 for 10 and 30 pulses per stage positions. Corresponding plots for the remaining pulses per stage position are included in Appendix ???. The error in the reconstructions with values of $\lambda$ equal to the actual distance between the true and detected field, $\lambda_{SE}$, and $\lambda_\sigma$, are denoted by blue, red, and black dots, respectively. The reconstructions at selected values of $\lambda$ are shown in Figures 5.15 and 5.16, for 10 and 30 pulses, respectively.
Figure C.1: The normalized error (\(\text{Error}_x\)) in the single source reconstruction using 10 pulses per stage position (top) and 30 pulses per stage position (bottom) for signal to noise ratios from 0 to 20 dB. The error from reconstructions using \(\lambda = ||b_t - b^*||\), \(\lambda_{SE}\), and \(\lambda_\sigma\) are denoted by blue, red, and black dots, respectively.
Figure C.2: The normalized error ($Error_x$) in the two-source reconstruction using 10 pulses per stage position (top) and 30 pulses per stage position (bottom) for signal to noise ratios from 0 to 20 dB. The error from reconstructions using $\lambda_{\Delta b}$, $\lambda_{SE}$, and $\lambda_{\sigma}$ are denoted by blue, red, and black dots, respectively.
Appendix C: Cohen’s Kappa Statistic

10.1 Cohen’s kappa statistic

Cohen’s kappa, \( \kappa \), is a measure of agreement between two classifiers. In our study, one classifier was the reconstruction algorithm and the other was the true classification. The benefit of Cohen’s kappa is that it provides a measure of classification accuracy corrected for the number of cases in each class. It does so by defining a ratio of the observed error to the expected error, based on the distribution of cases in each class. The observed error is the number of cases that are misclassified by the classifier. Mathematically speaking, the observed error is the number of cases in class \( j \) that were assigned to class \( i \neq j \).

\[
E_o = \sum_{i,j \in i \neq j} n_{i,j} \tag{B.1}
\]

The expected error is defined as the expected number of cases in class \( j \) that will be assigned to class \( i \neq j \). Mathematically, this is defined as the probability \( p(T_j) \) that a case truly belongs to class \( j \) times the probability \( p(C_i) \) that it will be assigned to class \( i \neq j \) times the total number of cases, \( N \).

\[
E_e = \sum_{i,j \in i \neq j} p(C_i)p(T_j)N \tag{B.2}
\]

The probability that a case will be assigned to class \( i \) is defined as the number of cases that were assigned to class \( i \) divided by the total number of cases. The probability that a case truly belongs to class \( j \) is equal to the number of cases truly in class \( j \) divided by the total number of cases.
The kappa statistic $\kappa$ is then defined as the ratio of the errors subtracted from perfect accuracy (1).

\[
\kappa = 1 - \frac{E_o}{E_e}
\]  
\hspace{1cm} (B.4)

### 10.2 Cohen’s weighted kappa statistic

In some cases, it may be reasonable to penalize some classification errors more than others. For instance, in our scenario classifying a source as being in the wrong location is not as bad as missing the source completely. We can account for these differences by including a weighting value $w_{i,j} \in \mathbb{R}^+$ to the penalty of assigning a case to class $i$ when it is truly of class $j$.

\[
E_{o,w} = \sum_{i,j \in i \neq j} w_{i,j} n_{i,j}
\]
\[
E_{e,w} = \sum_{i,j \in i \neq j} w_{i,j} p(C_i)p(T_j)N
\]  
\hspace{1cm} (B.5)

The value of $w_{i,j} = 0$ when $i = j$ because there is no penalty for correct classification. Higher weighting values incur higher penalties. When $w_{i,j} = 1$ for all $i \neq j$, $\kappa_w$ is equal to $\kappa$.

\[
\kappa_w = 1 - \frac{E_{o,w}}{E_{e,w}}
\]  
\hspace{1cm} (B.6)
10.3 Example cases

The values of $\kappa$ and $\kappa_w$ can range from -1 to 1. Positive values indicate that the classifier performed better than expected based on the distribution of cases in each class. Negative values indicate that performance was worse than expected. A value of 0 indicates that the accuracy of the classifier was no better than if every case were assigned to the same class. To further illustrate, we calculated the accuracy and kappa values for a variety of possible scenarios, included below in Table B.1.

<table>
<thead>
<tr>
<th>Description</th>
<th>Accuracy</th>
<th>Kappa</th>
<th>Weighted Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>All correct</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>All classified as 0</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>All classified as 1</td>
<td>0.33</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>All classified as L</td>
<td>0.28</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>All classified as R</td>
<td>0.28</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>True 0 classified as 1. True 1, L, R classified as 0</td>
<td>0</td>
<td>-0.14</td>
<td>-0.13</td>
</tr>
<tr>
<td>True 0 classified as R. True 1, L, R classified as 0</td>
<td>0</td>
<td>-0.13</td>
<td>-0.20</td>
</tr>
<tr>
<td>All off by one source</td>
<td>0</td>
<td>-0.34</td>
<td>-0.07</td>
</tr>
<tr>
<td>True R classified as 0. True 0, 1, L classified as R</td>
<td>0</td>
<td>-0.30</td>
<td>-0.38</td>
</tr>
<tr>
<td>True 1, L and R classified as 1. True 0 correct</td>
<td>0.43</td>
<td>0.18</td>
<td>0.24</td>
</tr>
<tr>
<td>True 0 classified as 1. True 1, L, R correct.</td>
<td>0.9</td>
<td>0.86</td>
<td>0.85</td>
</tr>
<tr>
<td>True R classified as L. True 0, 1, L correct.</td>
<td>0.43</td>
<td>0.21</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Table B.1: The number of single source test cases in the detection study with a given mass of nanoparticles.
## Appendix D: Blinded study full results

<table>
<thead>
<tr>
<th>Sample number</th>
<th>Source 1 mass (µg)</th>
<th>Source 2 mass (µg)</th>
<th>True classification</th>
<th>MRXImage B6</th>
<th>MRXImage B4</th>
<th>MRXImage E4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50</td>
<td>1.56</td>
<td>R</td>
<td>1</td>
<td>R</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>N/A</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>12.5</td>
<td>1.56</td>
<td>R</td>
<td>1</td>
<td>R</td>
<td>R</td>
</tr>
<tr>
<td>4</td>
<td>25</td>
<td>0.78</td>
<td>R</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>1.56</td>
<td>L</td>
<td>1</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>6</td>
<td>3.13</td>
<td>N/A</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>50</td>
<td>1.56</td>
<td>R</td>
<td>0</td>
<td>R</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>1.57</td>
<td>N/A</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>12.5</td>
<td>1.56</td>
<td>L</td>
<td>1</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>10</td>
<td>25</td>
<td>N/A</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>L</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>N/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>25</td>
<td>0.78</td>
<td>L</td>
<td>1</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>13</td>
<td>0.78</td>
<td>N/A</td>
<td>1</td>
<td>L</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>25</td>
<td>3.13</td>
<td>R</td>
<td>1</td>
<td>1</td>
<td>L</td>
</tr>
<tr>
<td>15</td>
<td>12.5</td>
<td>0.78</td>
<td>R</td>
<td>1</td>
<td>R</td>
<td>R</td>
</tr>
<tr>
<td>16</td>
<td>25</td>
<td>3.13</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>17</td>
<td>1.56</td>
<td>N/A</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>L</td>
</tr>
<tr>
<td>18</td>
<td>25</td>
<td>0.78</td>
<td>R</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>19</td>
<td>1.56</td>
<td>N/A</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>50</td>
<td>3.13</td>
<td>L</td>
<td>1</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>21</td>
<td>25</td>
<td>1.56</td>
<td>L</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>22</td>
<td>25</td>
<td>N/A</td>
<td>1</td>
<td>L</td>
<td>R</td>
<td>1</td>
</tr>
<tr>
<td>23</td>
<td>12.5</td>
<td>0.39</td>
<td>L</td>
<td>1</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>24</td>
<td>0</td>
<td>N/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>25</td>
<td>0.78</td>
<td>N/A</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>26</td>
<td>0</td>
<td>N/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>27</td>
<td>3.13</td>
<td>N/A</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>28</td>
<td>25</td>
<td>0.78</td>
<td>L</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>29</td>
<td>50</td>
<td>3.13</td>
<td>R</td>
<td>1</td>
<td>R</td>
<td>R</td>
</tr>
<tr>
<td>30</td>
<td>25</td>
<td>1.56</td>
<td>R</td>
<td>1</td>
<td>R</td>
<td>1</td>
</tr>
<tr>
<td>Sample number</td>
<td>Source 1 mass (µg)</td>
<td>Source 2 mass (µg)</td>
<td>True classification</td>
<td>MSA</td>
<td>MRXImage B6</td>
<td>MRXImage B4</td>
</tr>
<tr>
<td>---------------</td>
<td>-------------------</td>
<td>-------------------</td>
<td>---------------------</td>
<td>-----</td>
<td>-------------</td>
<td>-------------</td>
</tr>
<tr>
<td>31</td>
<td>12.5</td>
<td>0.39</td>
<td>R</td>
<td>0</td>
<td>1</td>
<td>R</td>
</tr>
<tr>
<td>32</td>
<td>0</td>
<td>N/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>33</td>
<td>50</td>
<td>N/A</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>L</td>
</tr>
<tr>
<td>34</td>
<td>12.5</td>
<td>0.39</td>
<td>R</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>35</td>
<td>3.13</td>
<td>N/A</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>36</td>
<td>50</td>
<td>0.78</td>
<td>L</td>
<td>0</td>
<td>1</td>
<td>L</td>
</tr>
<tr>
<td>37</td>
<td>50</td>
<td>N/A</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>L</td>
</tr>
<tr>
<td>38</td>
<td>12.5</td>
<td>0.78</td>
<td>L</td>
<td>1</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>39</td>
<td>50</td>
<td>1.56</td>
<td>L</td>
<td>1</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>40</td>
<td>12.5</td>
<td>0.39</td>
<td>L</td>
<td>1</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>41</td>
<td>0.39</td>
<td>N/A</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>42</td>
<td>0</td>
<td>N/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>43</td>
<td>50</td>
<td>3.13</td>
<td>L</td>
<td>1</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>44</td>
<td>50</td>
<td>6.26</td>
<td>L</td>
<td>1</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>45</td>
<td>12.5</td>
<td>N/A</td>
<td>1</td>
<td>L</td>
<td>1</td>
<td>L</td>
</tr>
<tr>
<td>46</td>
<td>25</td>
<td>1.56</td>
<td>R</td>
<td>1</td>
<td>R</td>
<td>1</td>
</tr>
<tr>
<td>47</td>
<td>0.39</td>
<td>N/A</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>48</td>
<td>50</td>
<td>0.78</td>
<td>R</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>49</td>
<td>12.5</td>
<td>0.78</td>
<td>R</td>
<td>1</td>
<td>L</td>
<td>R</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>6.25</td>
<td>R</td>
<td>1</td>
<td>R</td>
<td>R</td>
</tr>
<tr>
<td>51</td>
<td>12.5</td>
<td>1.56</td>
<td>L</td>
<td>1</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>52</td>
<td>25</td>
<td>1.56</td>
<td>L</td>
<td>1</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>53</td>
<td>6.25</td>
<td>N/A</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>54</td>
<td>12.5</td>
<td>1.56</td>
<td>R</td>
<td>R</td>
<td>R</td>
<td>R</td>
</tr>
<tr>
<td>55</td>
<td>12.5</td>
<td>N/A</td>
<td>1</td>
<td>1</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>56</td>
<td>0.39</td>
<td>N/A</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>57</td>
<td>6.25</td>
<td>N/A</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>58</td>
<td>0.78</td>
<td>N/A</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>59</td>
<td>50</td>
<td>3.13</td>
<td>R</td>
<td>1</td>
<td>R</td>
<td>R</td>
</tr>
<tr>
<td>60</td>
<td>12.5</td>
<td>0.78</td>
<td>L</td>
<td>1</td>
<td>L</td>
<td>L</td>
</tr>
</tbody>
</table>
### Table A.1: MSA One-vs-all results

<table>
<thead>
<tr>
<th>MSA-B</th>
<th>True classification</th>
<th>Reconstructed</th>
</tr>
</thead>
<tbody>
<tr>
<td>No source</td>
<td>$0$</td>
<td>$5$</td>
</tr>
<tr>
<td>$1$, $R$, or $L$</td>
<td>$1$</td>
<td>$44$</td>
</tr>
<tr>
<td>One source</td>
<td>$1$</td>
<td>$11$</td>
</tr>
<tr>
<td>$0$, $R$, or $L$</td>
<td>$9$</td>
<td>$11$</td>
</tr>
<tr>
<td>Two sources</td>
<td>$L$</td>
<td>$1$</td>
</tr>
<tr>
<td>Left</td>
<td>$0$, $1$, or $R$</td>
<td>$16$</td>
</tr>
<tr>
<td>Two sources</td>
<td>$R$</td>
<td>$1$</td>
</tr>
<tr>
<td>Right</td>
<td>$0$, $1$, or $L$</td>
<td>$16$</td>
</tr>
</tbody>
</table>
### Table A.2: MRXImage-B6 One-vs-all results

<table>
<thead>
<tr>
<th></th>
<th>True classification</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1, R,</td>
<td>or L</td>
</tr>
<tr>
<td>MRXImage-B6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No source</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reconstructed</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1, R, or L</td>
<td>0</td>
<td>54</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>True classification</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>0, R,</td>
<td>or L</td>
</tr>
<tr>
<td>MRXImage-B6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One source</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reconstructed</td>
<td>1</td>
<td>18</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>0, R, or L</td>
<td>2</td>
<td>31</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>True classification</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L</td>
<td>0, 1,</td>
<td>or R</td>
</tr>
<tr>
<td>MRXImage-B6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Two sources</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reconstructed</td>
<td>L</td>
<td>14</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>0, 1, or R</td>
<td>3</td>
<td>41</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>True classification</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R</td>
<td>0, 1,</td>
<td>or L</td>
</tr>
<tr>
<td>MRXImage-B6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Two sources</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reconstructed</td>
<td>R</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0, 1, or L</td>
<td>7</td>
<td>42</td>
</tr>
<tr>
<td>MRXImage-B4</td>
<td>True classification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------</td>
<td>----------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No source</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1, R, or L</td>
<td></td>
</tr>
<tr>
<td>Reconstructed</td>
<td>0</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1, R, or L</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>54</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MRXImage-B4</th>
<th>True classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>One source</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Reconstructed</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0, R, or L</td>
</tr>
<tr>
<td></td>
<td>30</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MRXImage-B4</th>
<th>True classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two sources</td>
<td></td>
</tr>
<tr>
<td>Left</td>
<td>L</td>
</tr>
<tr>
<td></td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>0, 1, or R</td>
</tr>
<tr>
<td></td>
<td>37</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MRXImage-B4</th>
<th>True classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two sources</td>
<td></td>
</tr>
<tr>
<td>Right</td>
<td>R</td>
</tr>
<tr>
<td></td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>0, 1, or L</td>
</tr>
<tr>
<td></td>
<td>43</td>
</tr>
</tbody>
</table>

Table A.3: MRXImage-B4 One-vs-all results
<table>
<thead>
<tr>
<th>MRXImage-E4</th>
<th>True classification</th>
<th>0</th>
<th>1, R, or L</th>
</tr>
</thead>
<tbody>
<tr>
<td>No source</td>
<td></td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Reconstructed</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1, R, or L</td>
<td></td>
<td>0</td>
<td>49</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MRXImage-E4</th>
<th>True classification</th>
<th>1</th>
<th>0, R, or L</th>
</tr>
</thead>
<tbody>
<tr>
<td>One source</td>
<td></td>
<td>13</td>
<td>16</td>
</tr>
<tr>
<td>Reconstructed</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0, R, or L</td>
<td></td>
<td>7</td>
<td>24</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MRXImage-E4</th>
<th>True classification</th>
<th>L</th>
<th>0, 1, or R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two sources Left</td>
<td></td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>Reconstructed</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0, 1, or R</td>
<td></td>
<td>6</td>
<td>40</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MRXImage-E4</th>
<th>True classification</th>
<th>R</th>
<th>0, 1, or L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two sources Right</td>
<td></td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Reconstructed</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0, 1, or L</td>
<td></td>
<td>12</td>
<td>42</td>
</tr>
</tbody>
</table>

Table A.4: MRXImage-E4 One-vs-all results
Appendix E: Additional blinded study results

12.1 MSST

The MSST algorithm developed by Huang et. al. improves on both the pre-processing and reconstruction methods of MSA [7]. First, it requires the user to manually exclude bad pulses in order to improve the overall signal average. Then, it uses a second-derivative approach to detect flux jumps and corrects them using a Taylor series expansion around the first data point prior to the jump. Once the bad pulses have been excluded and the flux jumps have been corrected, the algorithm determines the decay constant by fitting the strongest signal with either Equation 3.29 or 3.30 to determine the appropriate decay constant. Using this decay constant, it fits all of the decay curves with either Equation 3.29 or Equation 3.30 to determine the constants A1 and A2, or Ae1 and Ae2, respectively. Finally, the magnetic field map is determined using the ratio of the constant A2 or Ae2 at each sensor to that of the strongest, or reference, sensor. This avoids any inaccuracies that are encountered from extrapolating back to t=0 to determine the initial field. Additionally, using this approach it is unnecessary to fit the 60 Hz noise.

The values which represent the magnetic field perpendicular to each detector are then expressed as a vector $B^\perp$. The same forward model used in MSA is used to relate the detected field at a given sensor to the distribution of dipole sources, which can be expressed as a product of a non-linear relationship of the location of the dipole sources and a linear relationship of the moment of the dipole sources, as in Equation 3.15. In each iteration of MSST, the location of each dipole is first determined using a nonlinear minimization, followed by a linear solve for the moment at each determined location. The location is determined using a multistart downhill simplex method to perform a non-linear
minimization of the percent variance explained, or PVE, defined in Equation B.1, where \( B_i^\perp \) is the calculated magnetic field perpendicular to the pickup coils and \( \tilde{B}_i^\perp \) is the measured magnetic field [108].

\[
PVE = \frac{\sum_{i=1}^{M} (B_i^\perp - \tilde{B}_i^\perp)^2}{\sum_{i=1}^{M} (\tilde{B}_i^\perp)^2} \times 100\% \quad (B.1)
\]

Each iteration of the nonlinear minimization results in a matrix \( G^{M \times N} \) in which each element in row \( i \in [1, M] \) and column \( j \in [1, N] \) represents the portion of the magnetic field detected at sensor \( i \) from dipole \( j \) at the most recent estimate of dipole \( j \)'s location. Each element in the vector \( P^{N \times 1} \) is the magnitude of the magnetic moment for dipole \( j \). The vector \( P \) is then determined using the singular vector decomposition of \( G \) (Equation B.2) with the regularized form of \( S \) where the diagonal elements \( s_i = 1/(\lambda_i + \kappa \lambda_1) \).

\[
G = U S V^T \quad (B.2)
\]

\[
P = V S^{-1} U^T B^\perp \quad (B.3)
\]

The reconstruction process is repeated for each value of \( N \), typically \( N \in [1, 5] \). The \( N \) for which the chi-squared cost function in Equation B.4 is minimized. The chisquared function determines the balance between under-fitting and over-fitting the data because a minimum will be reached when the degrees of freedom \( (df = M - 4N) \) in the denominator decreases more rapidly than the difference between the model and measured data in the numerator as more dipoles are added to the model.

\[
\chi_r^2 = \frac{1}{df} \sum_{i=1}^{M} \frac{(B_i^\perp - \tilde{B}_i^\perp)^2}{\sigma_i^2} \quad (B.4)
\]

MSST improves on MSA insofar that it automates the process of solving the least squares optimization with multiple initial conditions and number of dipoles and provides
a quantitative method of determining the true number of dipoles in the data. In return, the computational time required is much larger than that of MSA. The largest time requirement is the manual selection of “bad” pulses, which also is very subjective. After the preprocessing, the computational time is proportional to the product of the number of choices of initial conditions, the number of Monte Carlo iterations, and the maximum number of dipoles to be solved for. The time required to reconstruct a signal from start to finish can quickly become quite substantial because what is essentially the same reconstruction algorithm that is run once with MSA must be repeated for each combination of number of dipoles, choice of initial conditions, and Monte Carlo iteration in MSST.

**MSST**

MSST-B6 analysis showed an improvement over MSA-B at an overall accuracy of 61.6%, kappa score of 0.47 and a weighted kappa score of 0.56. The no source classification had a specificity of 0.67 and a sensitivity of 0.96. This was the only analysis that misclassified any cases with no source. Of the 20 cases that contained a single source, MSST-B6 misclassified two (10%) as having no source and seven (35%) as having a second source to the right, resulting in a sensitivity of 0.55 and a specificity of 0.8. The sources that were missed both contained the smallest mass of nanoparticles (4 µg of all of the sources tested. The cases that were misclassified as having two sources contained anywhere between 1.6 µg to 50 µg. Of the 34 cases that contained two sources, 22 (65%) were correctly classified. In 6 cases (18%) the second source was missed, and in 6 cases (18%) the second source was found on the wrong side. Sources with 6.25 µg of nanoparticles or more were always found when another source was present. For the classification of the second source to the left the sensitivity was 0.53 and the specificity was 0.97. For the classification of the second source to the right, the sensitivity was 0.76 and the specificity was 0.72. The detailed results for MSST-B6 are shown in Table B.1.
The results for the analysis with MSA using a dewar angle of 144.8 are detailed in Table B.2. MSA correctly classified 18 out of the 60 cases, resulting in an overall accuracy of 30.0%. The kappa score for MSA was 0.04 and the weighted kappa score was 0.12, indicating that the reconstruction classified the cases only slightly better than random chance. In one instance a source was found when there was in fact no source present, and in 10 cases no source was found when at least one source was present. This resulted in a sensitivity of 1 and a specificity of 0.96 for the zero source classification. In the cases in which a single source was present, MSA detected all of the sources that contained at least 1.6 µg of nanoparticles, and 66% of the cases with 0.4 and 0.8 µg. MSA did not misclassify any cases containing a single source as containing two sources, but did misclassify two cases with one source as having no sources. The sensitivity for the one-source classification was 0.9 and the specificity was 0.2. The largest contribution to the low overall accuracy was because most (32 out of 34) of the cases in which two sources were present, only one source was found. This resulted in a sensitivity and specificity of 0.06 and 1, respectively, for both the Right and Left classifications.
Table B.2: The overall classification results for MSA with a dewar angle of 144.8°

12.3 Objective versus subjective analysis

This appendix includes a few additional analyses of the blinded study data that may be of interest. First we will look at the effect subjective versus objective analysis to classify the reconstruction. In MRXImage-O6, the reconstructions from MRXImage-B6 were analyzed by a set of objective criteria based on the centroid and total magnitude of clusters of non-zero voxels in the reconstruction. A source was considered valid if its location in $x$ and $y$ was between -3 cm and 3 cm, if its depth was more than 2 cm below the detectors ($z < -2$), and if its strength was greater than $3.3 \times 10^{-3}$ pJ/T. If there were two valid sources, the second source was designated the one with the more positive $y$ coordinate. The second source was determined to be on the left if its $x$ coordinate was negative and on the right if its $x$ coordinate was positive. The results of the objective analysis are presented in Table B.3.

Table B.3: The overall classification results for MRXImage-O6
The overall accuracy was the same for the subjective and objective analyses at 80%, but different cases were misclassified between the two methods. The kappa value was 0.72 for both analyses, but the weighted kappa was slightly higher for the objective analysis (0.76) than for the subjective analysis (0.74) indicating that the errors in the objective classification were less severe than in the subjective classification. The average recall was the same for both analyses (0.83), but the average precision was higher for the subjective analysis. Overall, these results indicate that the classification results with MRXImage are not strongly dependent on the user.

### 12.4 The effect of 4 versus 6 stage positions

In addition to MRXImage-B4, two additional analyses were done with both 4 and 6 stage positions. These include the subjective blinded analyses with MSST and MRXImage (MSST-B6/4 and MRXImage-B6/4) as well as an objective analysis with MRXImage (MRXImage-O6/4). To examine the effect of the number of stage positions on the overall performance, we can compare the analyses based on four stage positions to their six-stage position counterparts. The 4x4 confusion matrices of MSST-B6, MRXImage-B6, and MRXImage-O6 were presented previously, in Tables B.1, 6.6, and B.3, respectively. The 4x4 confusion matrix for MSST-B4, MRXImage-B4, and MRXImage-O4 are presented in Tables B.4, 6.7, and B.5, respectively.

<table>
<thead>
<tr>
<th></th>
<th>True classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0 1  L  R</td>
</tr>
<tr>
<td>Reconstructed</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>4 1 0 0</td>
</tr>
<tr>
<td>1</td>
<td>2 8 6 3</td>
</tr>
<tr>
<td>L</td>
<td>0 4 8 0</td>
</tr>
<tr>
<td>R</td>
<td>0 7 3 14</td>
</tr>
</tbody>
</table>

Table B.4: The overall classification results for MSST-B4
<table>
<thead>
<tr>
<th>MRXImage-O4</th>
<th>True classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>L</td>
<td>0</td>
</tr>
<tr>
<td>R</td>
<td>0</td>
</tr>
</tbody>
</table>

Table B.5: The overall classification results for MRXImage-O4

Across all performance measures and all algorithms, using only four stage positions reduced the quality of the classification. The overall accuracy was decreased by 5 to 7 percentage points. The weighted kappa value was most heavily impacted, decreasing by 8 to 14 percentage points, indicating that the errors were not only more frequent, but also more severe.
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