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Abstract 

Identifying genes involved in disease pathology has been a goal of genomic research since 

the early days of the field. However, as technology improves and the body of research grows, 

we are faced with more questions than answers. Among these is the pressing matter of our 

incomplete understanding of the genetic underpinnings of complex diseases. Many 

hypotheses offer explanations as to why direct and independent analyses of variants, as done 

in genome-wide association studies (GWAS), may not fully elucidate disease genetics. These 

range from pointing out flaws in statistical testing to invoking the complex dynamics of 

epigenetic processes. In the studies outlined here, however, we focus on the hypothesis that 

interactions between genes may be a potential culprit. To probe this hypothesis, we begin by 

developing an algorithm, GeneEMBED, to model the total effect of protein coding variants in 

various genes across a molecular network of genetic interactions. Given a population of 

disease and healthy individuals, GeneEMBED systematically evaluates the relative 

contribution of a gene to disease. The associations are quantified by examining the patterns 

of differential perturbations in the gene's interactions throughout a biological network. As a 

proof-of-concept, we applied GeneEMBED to two late-onset Alzheimer's disease (AD) cohorts 

of 5,169 exomes and 969 genomes. We identified 143 candidate disease-associated genes 

across the two cohorts and three biological networks. These candidate genes were 

differentially expressed in both bulk and single-cell RNA expression data from post-mortem 

AD brains. Knockouts of these candidates in mice were known to lead to abnormal 
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neurological phenotypes. Lastly, in vivo drosophila assays of candidates showed they 

modified neurodegenerative phenotypes. Next, we focus on the discrepancies between the 

functional impact of mutations across different genes. While tools to predict the degree of 

functional impact a given coding mutation will have on the encoded protein are widely 

successful, they often make predictions relative to the given gene. To this effect, we extend 

principles of statistical mechanics to biology to measure any given gene's relative mutational 

intolerance. Importantly, these mutational intolerance scores can distinguish essential genes 

from non-essential genes in E.coli. In humans, they can segregate genes that cause 

autosomal dominant Mendelian diseases from non-disease genes. Similarly, highly 

mutationally intolerant genes were enriched in core and conserved biological processes 

across three different species. Conversely, mutationally tolerant genes were involved in 

adaptive processes, again across three different species. Most notably, we found that 

mutational intolerance scores highly correlated with experimentally measured fitness effects 

of gene knockdowns. Together, these efforts provide new tools with which to investigate 

disease-gene associations and provide insights into the biological dynamics of gene networks. 
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Chapter 1: Introduction 

The success of the Human Genome Sequencing project has sparked an ongoing revolution 

in genetic and genomic research. Among the many scientific advances and discoveries being 

made in this transformative stage in the field, there is one that has arguably the most impact 

on human health and disease. This is the understanding that nearly all diseases have genetic 

components [1]. These genetic influences can be small or large, encompassing a single gene 

(monogenic) or multiple genes (polygenic). In the case of monogenic diseases, clear 

inheritance patterns have been instrumental in pinpointing causative genetic changes. The 

genetic cause for cystic fibrosis, for example, was identified through a combination of genetic 

and pedigree analyses in families [2,3]. However, identifying similar causative variations in 

polygenic diseases, where there is a complex interplay between many genetic variations, is 

still an open and challenging problem. One way of identifying so-called ‘candidate genes’ is 

through disease-gene association studies. While disease-gene association tools have been 

fruitful in producing drug targets and prognostic biomarkers [4], they have several 

methodological limitations. Much of the research presented here aims to address some of 

these obstacles. 

Chapter 1.1: Disease-Gene Association Analyses 

Genome Wide Association Studies (GWAS) have been at the forefront of identifying 

disease susceptibility genes for many years. GWAS candidate genes have been utilized in 

translational disease research in a variety of ways. From biomarkers to drug development, 

GWAS candidate genes have even led to discoveries of novel biological mechanisms [4]. For 

example, the role of autophagy in Crohn’s disease was unknown until the identification of 

autophagy related genes through GWAS [5]. Despite its impressive portfolio of discoveries, 

GWAS alone is unlikely to give the full genetic picture of diseases [6]. Indeed, in late onset 
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Alzheimer’s disease (AD), the estimated genetic heritability is 60-80% [7,8]. Though more 

than 40 AD loci have been identified, they account for only a fraction (~33%) of the expected 

heritability [9,10]. This problem of an incomplete or “missing genetic component” is prevalent 

in most complex diseases [6,10].  

One explanation for this “missing genetic component” stems directly from the burden 

of multiple testing in GWAS. Due to stringent multiple testing corrections, many loci with small 

but disease relevant effects do not attain significant q-values [4,11,12]. Intuitively, this can be 

circumvented by simply increasing sample sizes of analyses. While this approach has been 

adopted and successful in several diseases due to the recent development of large 

sequencing projects and consortia [13,14], it is a costly and sometimes infeasible solution [4]. 

An alternative approach is to consider gene- or gene-set-based associations as they can 

improve statistical power by reducing the number of tests [4,12]. This approach has motivated 

the invention of several gene prioritization methods including commonly used tools like SKAT 

and MAGMA.  SKAT (sequence kernel association test) performs multiple regression analysis 

between phenotype and genetic variants in a specified region (e.g. gene) while considering 

covariates [15]. Similarly, MAGMA (Multi-marker Analysis of GenoMic Annotations) performs 

gene- or gene-set-based analysis by using a multiple linear regression strategy between the 

phenotypes and genotype data. Specifically, it uses the principal components of gene’s 

variants as predictors [16]. These type of gene-level or gene-set-level analyses have been 

fruitful in identifying risk factors for disease, such as nicotinamide metabolism in colon cancer 

[17]. However, despite their success, a complete understanding of the genetic background of 

complex diseases remains elusive.  

Chapter 1.1.1: Genetic Interactions 

 Another, attractive hypothesis suggests that genetic interactions may be complicit in 

the “missing genetic component” problem. Genetic interactions are functional interactions 
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observed among variants of a gene where the resulting phenotype differs from the phenotypes 

of each variant [18]. Thus, otherwise unremarkable variants can combine to generate complex 

phenotypes [18,19]. Indeed, experiments in yeast demonstrate that genetic interactions 

greatly influence complex genetic traits [20]. In humans, specific genetic interactions have 

been associated with complex traits and diseases [21–23]. In one study, Martin et al [22] found 

that in individuals infected with human immunodeficiency virus type 1 activating KIR KIR3DS1 

allele in conjunction with HLA-B Bw4-80lle allele would delay the progression to AIDS. 

However, when the HLA-B allele was active without the KIR allele, no effect on the AIDS 

outcome was observed. Furthermore, they found that activation of KIR allele without HLA-B 

allele resulted in rapid progression to AIDS. In another example, Leggio et al [23] studied the 

genetic interaction between dysbindin-1 (Dys) and dopamine D3 receptor variants. The 

authors found that in both schizophrenia patients and mouse models, the presence of 

mutations in both Dys and D3 were associated with improved cognitive function. Moreover, 

they found that genetic interactions between Dys and D3 lead to an increased D2/D3 ratio in 

the prefrontal cortex of the brain, but this was not seen in the stratum. These results suggest 

that genetic interactions may have varying effects even within the same organ system. While 

such interactions have been identified on small scales, genome-wide discovery of pairwise 

genetic interactions presents major challenges. Even under reasonable assumptions, 

theoretical analyses suggest that nearly 500,000 subjects would be necessary to identify 

statistically significant genetic interactions [18].  

Chapter 1.1.2: Graph Based Approaches 

To combat these constraints, creative solutions using prior knowledge in the form of 

protein-protein interaction (PPI) networks have been proposed as way to identify candidate 

disease genes. Tools like GeneWanderer [24], MaxLink [25], and GUILD [26] follow this 

strategy. GeneWanderer employs a variety of network-based distance metrics to score 
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distances of genes of interest to all known disease-related genes. Genes of interest are then 

ranked based on score and prioritized accordingly [24]. MaxLink uses a guilt-by-association 

network search algorithm which identifies and ranks new candidate genes based on their 

connectivity to a set of known disease genes [25]. Similarly, GUILD uses multiple algorithms 

to measure the relatedness of a given gene to a set of previously established disease related 

genes [26]. Overall, this class of tools aim to characterize the topological traits of potential 

disease driving genes. However, integration of human cohort data is likely necessary to better 

understand the role of genetic interactions in disease. To this effect, methods such as PINTA 

[27] have incorporated disease specific expression data with network-based prioritization 

algorithms to identify candidate genes. Similarly, HIT’nDRIVE [28] combines patient-specific 

sequence-altered data with patient-specific expression information. By proposing to find the 

smallest set of sequence-altered genes which describes the largest portion of expression 

outliers through network-based algorithms, HIT’nDRIVE identifies candidate disease-genes. 

While these methods have been successfully applied to identify cancer drivers and predict 

drug efficacy on cancer cell lines, their dependence on expression data can be a limiting factor 

in their translation to other complex diseases.  HotNet2 [29], and its variations, provide a 

promising method of identifying significantly mutated subnetworks of genes based on disease-

relevant mutation data coupled with network algorithms. Using a PPI network, HotNet 

algorithms assign nodes a 'heat' based on single nucleotide variants (SNV) and copy number 

alterations (CNA) data from cancer cohorts. The 'heat' is diffused across the network via 

diffusion-based methods (HotNet) or random walk algorithms (HotNet2, Heirarchical HotNet 

[30]), and nodes that send and receive significant heat are reported. While these methods 

have been successful in identifying cancer drivers and risk factors, they rely on somatic 

mutational data and are not amenable to the traditional case-control study designs of germline 

genome-wide association studies.  
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Chapter 1.2: Graph Learning in Genomics 

 Advancements in non-Euclidean deep learning have opened the door to new ways to 

analyze genomic data in the context of biological networks. Indeed, recent years have seen a 

sharp increase in the number of applications of graph learning applied to bioinformatic 

questions [31]. The utility of graph learning in large-scale bioinformatic analyses has been 

exemplified in their success in a number of different applications. For example, Zitnik et al [32] 

used graph learning architectures to predict the polypharmacy side effects of drugs using 

protein-protein, drug-protein, and drug-drug interaction networks. Wang et al [33] utilized 

graph convolutional networks on multi-omic data to successfully classify patients across three 

different diseases. Similarly, Chereda et al [34] used graph neural network architectures to 

predict patient-specific cancer metastatic events using personal gene expression data, and, 

moreover, point to the specific subnetworks responsible for classification. To appreciate the 

versatility of graph learning and its nuances, it is important to understand the mechanisms by 

which it is made possible.  

Chapter 1.2.1: What are graphs? 

A graph is a mathematical structure in which a set of objects are organized by their 

personal relationship to one another. Consider, as an example, three cities where each can 

be easily accessed by a major highway from any of the other cities. This accessibility 

relationship can be described by the graph in Figure 1A. Nodes represent the object of 

interest, in the previous example nodes would represent cities. Edges represent some 

relationship of interest that exists between two nodes. In our previous example, edges would 

represent the highways connecting two cities. Edges can also be forced to hold directional 

information. If, for example, the highway connecting cities 1 and 2 were to be only one-way, 

then the relationship would be described like Figure 1B. Graphs which contain only the 
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relationships are undirected, while graphs which contain both relationship and directional 

information are directed.  

 Formally, a graph 𝒢 = (𝒱, ℰ) is given by the set of nodes 𝒱 and set of edges ℰ. Edges 

are denoted as (𝑢, 𝑣) ∈ ℰ for any edge between 𝑢 ∈ 𝒱 and 𝑣 ∈ 𝒱. The overall connectivity of 

a graph can be represented by its adjacency and degree matrices. The adjacency matrix, 𝑨 ∈

ℝ|𝒱|×|𝒱|, describes the connections between nodes. Typically, the presence of an edge is 

represented in the matrix as 𝑨[𝑢, 𝑣] = 1, while the absence of an edge is 𝑨[𝑢, 𝑣] = 0. If edges 

have attributes such as edge weights, then they can be reflected in the adjacency matrix 

entries. The degree matrix 𝑫 ∈ ℝ|𝒱|×|𝒱|, is a diagonal matrix whose entries describe the 

number of edges attached to each node.   

Chapter 1.2.2: Types of Graph Learning 

 

Figure 1: Graphs are mathematical structures which represent physical or abstract 
relationships between objects. (A) shows an undirected graph wherein nodes are connected 
if there is a relationship between them. For example, if nodes 1 and 2 are proteins which 
interact, there exists an edge between them. Undirected graphs do not contain directional 
information. (B) shows a directed graph. Like (A), edges in (B) represent relationships 
between nodes. However, in directed graphs, edges have orientations which specify the 
direction of interactions. 
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Traditionally, supervised and unsupervised learning offer broad categorization of 

machine learning solutions. Supervised learning offers a framework for the task of predicting 

an output given a set of input data. Unsupervised learning focuses on the task of inferring 

patterns among input data in order to usefully cluster or categorize the data. Machine learning 

on graphs is fundamentally no different from classical machine learning, where we seek 

specific solutions to the questions at hand. However, these typical categorizations are not 

particularly useful in organizing the full diversity of graph learning species. Instead, it is more 

helpful to look at the component of the graph with which the graph learning is concerned: node 

level, edge level, or graph level, as shown in figure 2.  
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Chapter 1.2.2.1: Node Level 

 An example of a node level task is given in Figure 2A. Here we consider a network of 

genes, some of which are associated with a disease (orange), while others are not associated 

with the disease (gray). The classic node classification task then asks, given an unclassified 

node, can we predict whether it is disease associated or not? The ability to classify critically 

Figure 1: Types of graph learning. (A) Node level tasks often focus on analyzing individual 
nodes to classify (or regress) them based on specific labels. (B) Edge level tasks focus on 
predicting specific properties of edges, usually whether or not an edge exists between two 
nodes. (C) Graph level tasks focus on classifying whole graphs based on specific labels or 
regressing over them to predict continuous value properties.    
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rests on the construction of node embeddings. These are alternative representations onto 

which a node is mapped, such that its semantic and structural properties are preserved. Thus, 

in this embedding space, any node which is close to another must have had similar qualitative 

(topological) and quantitative (features) properties. These embeddings can be constructed in 

a variety of ways.  

 Chapter 1.2.2.1.1: Graph Neural Network Architecture 

The goal of the graph neural network (GNN) architecture is to extend the success of 

deep neural networks into non-Euclidean, graph domain. The central tenet being that we 

would like to define some mapping or encoding function (𝑓: 𝑢 → ℝ𝑑) which generates 

representations for nodes that reflect their structural properties and their individual feature 

information. The groundwork for the basic GNN model is laid through a generalization of 

convolution functions to discrete non-Euclidean domains [35] (though there have been many 

alternative derivations leading to the base model). The fundamental mechanism used by the 

GNN is a form of a message passing scheme, wherein vectors of information are traded 

among connected nodes and at each trade, updated by a neural network. The vector message 

passed along at each iteration is called a hidden embedding 𝒉𝑢
𝑘, where 𝑢 is the node and 𝑘 is 

the layer or iteration. In order to generate a hidden embedding, first the hidden embeddings 

of all nodes 𝑣 in the neighborhood of 𝑢, 𝒩(𝑢), are aggregated. This neighborhood level hidden 

embedding is then concatenated with the current hidden embedding of node 𝑢. Finally, the 

hidden embedding for 𝑘 + 1th iteration is given by an update function on the concatenated 

embedding vector: 

𝐡𝑢
𝑘+1 = UPDATE𝑘 (𝐡𝑢

𝑘 , AGGREGATE𝑘({𝐡𝑣
𝑘, ∀𝑣 ∈ 𝒩(𝑢)})) (1) 
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where UPDATE and AGGREGATE are differentiable but arbitrarily defined functions. 

However, the basic GNN model defines these functions by elementwise nonlinearities 

commonly used in deep learning (e.g. ReLU or eLU), and affine transformations, respectively:  

𝐡𝑢
𝑘+1 = 𝜎 (𝑾𝑠𝑒𝑙𝑓

𝑘+1𝐡𝑢
𝑘 + 𝑾𝒩

𝑘+1 ∑ 𝐡𝑣
𝑘

𝑣∈𝒩(𝑢)

+ 𝒃𝑘+1) (2) 

 

Where 𝑾𝑠𝑒𝑙𝑓
𝑘+1, 𝑾𝒩

𝑘+1 ∈ ℝ𝑑𝑘+1×𝑑𝑘
 are trainable weight matrices and the 𝜎 is the nonlinearity.  

  Chapter 1.2.2.1.1.1: Aggregation methods 

While the simplest way to aggregate the hidden embedding messages of the 

neighboring nodes is a linear transformation, there are a variety of more complex and 

generalized methods. One class of alternative aggregation methods normalizes the incoming 

hidden embeddings by their neighborhood size (degree). This is motivated by the fact that 

repeated iteration over a neighborhood aggregation seen in equation 2 could lead to explosive 

gradients or could be highly sensitive to the size of a node’s neighborhood. One commonly 

used aggregation scheme to avoid this invokes a symmetric normalization [36], defining 

updates as: 

𝐇𝑘+1 = 𝜎 (𝑫−
𝟏
𝟐𝑨𝑫−

𝟏
𝟐𝑯𝒌𝑾𝑘+1) (3) 

where H is the matrix of hidden embeddings h, D is the degree matrix, A is the adjacency 

matrix and W is the trainable weights. The neighborhood aggregation scheme can be seen 

more clearly in this form: 

AGGREGATE(𝒩(𝑢)) = ∑
𝐡𝑣

√|𝒩(𝑢)||𝒩(𝑣)|
𝑣∈𝒩(𝑢)

 (4) 
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Normalized aggregation schemes such as this are attractive for their ability to stabilize 

message passing and gradient propagation. Interestingly, however, Xu et al [37] 

demonstrates that this sort of normalized or mean aggregation scheme has less provable 

expressive power than the simple case of summation in equation 2.  

 Another popular technique for message aggregation in GNNs is to use attention. Here, 

each neighbor 𝑣 ∈ 𝒩(𝑢) is given an attention weight which describes its relative importance 

to 𝑢 compared to all others in the neighborhood. These attention or importance weights are 

trainable parameters which are optimized over the course of learning. This attention-based 

aggregation scheme was first introduced by Velickovic et al [38], and is formulated as follows:  

AGGREGATE(𝒩(𝑢)) = ∑ 𝛼𝑢,𝑣𝐡𝑣

𝑣∈𝒩(𝑢)

 (5) 

where 𝛼𝑢,𝑣 is the attention weight for a neighbor 𝑣 ∈ 𝒩(𝑢), and is given by: 

𝛼𝑢,𝑣 = softmax𝑣(𝐚𝑇[𝐖𝐡𝑢|| 𝐖𝐡𝑣]) =
exp(𝐚𝑇[𝐖𝐡𝑢||𝐖𝐡𝑣])

∑ exp(𝐚𝑇[𝐖𝐡𝑢||𝐖𝐡𝑗])𝑗∈𝒩(𝑢)

(6) 

where 𝐚 is a trainable attention vector, 𝐖 is the trainable weight matrix, and || denotes a 

concatenation operation. The attention mechanism shown above and variations of it have 

been useful in a variety of applications. For example, Ingraham [39] employed a variation of 

the graph attention network introduced in Velickovic et al [38] in order to predict protein 

sequences given the 3D structures represented as graphs.  

  Chapter 1.2.2.1.1.2: Update mechanisms  

 The expressive power of GNNs, much like deep neural networks, relies heavily on 

their architecture. Specifically, the decision UPDATE and AGGREGATE functions can 

influence the overall expressiveness of the GNN. In many commonly used GNNs, the 

UPDATE function is comprised of only single nonlinearity units, e.g. ReLU. However, this type 
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of use of nonlinearity can lead to linear transformation-like behaviors (Lemma 7 in [37]). As a 

result, structurally distinct nodes may be embedded similarly. In their theoretical exploration 

of GNNs, Xu et al [37] demonstrated that an UPDATE function given by a multi-layer 

perceptron (MLP) provides much greater expressive power than the traditional single 

nonlinearity units, producing an architecture given by: 

𝐡𝑢
𝑘+1 = MLP𝑘+1 ((1 + 𝜖𝑘+1)𝐡𝑢

𝑘 + ∑ 𝐡𝑣
𝑘

𝑣∈𝒩(𝑢)

) (7) 

Chapter 1.2.2.1.2: Matrix Factorization 

While graph neural network strategies have been favored in recent years, owing to 

their remarkable success, it is worth understanding a few of the other classes of node 

embedding strategies that exist. Matrix factorization-based approaches follow the principle 

that we can construct instructive low-dimensional representations using some variation of a 

node similarity matrix. Of the many matrix factorization methods, Laplacian eigenmaps are 

among the most popular and widely used. In their seminal paper, Belkin et al [40] introduced 

the idea of Laplacian eigenmaps by considering the node embedding problem as a problem 

of mapping a graph onto a line such that the points stay as close together as permissible. 

Given a graph 𝒢 = (𝒱, ℰ), this is to say we would like to find some 𝑦𝑖 ∈ ℝ which minimizes: 

∑ ∑(𝑦𝑖 − 𝑦𝑗)
2

 �̃�𝑖𝑗

𝑗𝑖

 (8) 

where �̃� is the weighted adjacency matrix. We can also note that for any y, we have that: 

∑ ∑(𝑦𝑖 − 𝑦𝑗)
2

 �̃�𝑖𝑗

𝑗𝑖

= 2𝐲𝑇𝐿𝒚  (𝟗) 
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where L is the graph Laplacian, an extension of the traditional continuous multivariate 

Laplacian on to discrete spaces. The derivation of this analog is made apparent when we 

consider that each node 𝑣 ∈ 𝒱 is akin to a point in Euclidean space and the permissible 

directions in which ‘flow’ can occur is delineated by the set of edges ℰ. Laplace eigenmaps 

therefore state that low-dimensional representations for each node can be acquired by taking 

the k-smallest nontrivial eigenvalues to the eigenvector problem: 𝐿𝐲 = 𝜆𝐷𝐲. 

 Chapter 1.2.2.1.3: Random Walk Approaches 

 Another class of embedding approaches relies on the use of random walk statistics. 

Among these, DeepWalk [41] has had a large influence, it used deep learning for the first time 

to learn embeddings of nodes by applying natural language processing (NLP) models to 

random walks along a graph. Specifically, DeepWalk first uses a random walk generator on a 

graph G to sample N random walks, each randomly initialized at some node 𝑣 ∈ 𝒱 with 

uniform probability across all nodes. Each random walk is permitted to continue for t steps. 

These random walks are then passed into a SkipGram language model which maximizes co-

occurrence probability between words in a sentence. The key idea being that if nodes co-

occur on sufficiently short random walks, they are likely in the same neighborhood and may 

share properties and therefore should have high similarity. This idea is shared by node2vec, 

another influential and popular random walk-based embedding strategy [42]. The key 

difference between the two strategies is their definition of random walks. Node2vec does not 

sample random walks in an unbiased manner, in fact it introduces two hyperparameters which 

adjust the tradeoff between breadth-first-sampling (BFS) and depth-first-sampling (DFS). BFS 

prioritizes exploration of the broad neighborhood around the initiated node, whereas DFS 

prioritizes a deep exploration of one path through related nodes.  
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 Chapter 1.2.2.1.4: Structural Embeddings 

 Algorithms of the structural embedding class concern themselves with learning 

representations that preferentially capture the structural role of nodes rather than similarities 

in their global positions in the graph. This is motivated by the idea that in real world networks, 

nodes tend to have specific functions relative to the system. These functions can be 

determined by a variety of attributes, but structural embedding algorithms argue that these 

functional roles are to a large extent hardcoded into the network structure. For example, 

consider a communication network within a university wherein nodes represent individuals, 

and an edge represents an email or memo exchanged between two individuals. The 

topological structure of a node belonging to an esteemed PI is likely very different from that 

of a lowly graduate student. Struc2vec is an example of one such structural embedding 

algorithm [43]. The struc2vec algorithm is made up of four overarching steps in which: (i) the 

algorithm creates a structural similarity matrix measuring the similarity between each node 

pair in the graph at varying neighborhood sizes, inducing a hierarchical similarity 

measurement; (ii) weighted multilayer graphs are created wherein all nodes are represented 

in each layer but edge weights between nodes at each layer are inversely proportional to their 

similarity score for the corresponding neighborhood size; (iii) biased random walks are 

performed on the multilayer graphs to generate node sequences; (iv) random walks are then 

passed through a standard skipgram model to generate embedded representations of the 

nodes.  

 Another algorithm for learning structural embeddings is GraphWave [44]. This 

approach learns a continuous vector-valued structural embedding for each node through an 

unsupervised learning framework aided primarily by heat kernels adjoined with spectral graph 

wavelet decompositions. Briefly, let 𝐋 be the Laplacian of a graph, then, GraphWave considers 

the heat kernelized spectrum of the Laplacian to be informative: 
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𝐋 = 𝐔𝐆(𝚲)𝐔𝑇 (10) 

where U is the matrix of eigenvectors of the Laplacian, 𝚲 is the diagonal matrix of eigenvalues 

of the Laplacian, and G(𝚲) is the diagonal matrix of heat kernelized eigenvalues, 𝐆(𝚲) =

𝑑𝑖𝑎𝑔(𝑔(𝜆1), … , 𝑔(𝜆𝑛)), where g(𝜆)= 𝑒−𝜆𝑠. Specifically, the embeddings are characterized by 

the row or column vector of the Laplacian: 𝜓𝑣𝑖
=  𝐔𝐆(𝚲)𝐔𝑇𝒗𝒊. Particularly compelling is 

GraphWave’s mathematical guarantees on providing structure preserving embeddings. 

Consider a pair of nodes a and b which have identical K-hop neighborhoods, that is to say, 

there exists an injective and surjective mapping 𝜋 between 𝒩(𝑎) and 𝒩(𝑏) ∀𝑣, 𝑣′ ∈

𝒩(𝑎), 𝒩(𝑏). Then, GraphWave guarantees that each coefficient of 𝜓𝑎 is within 2𝜖 of the 

corresponding coefficient of 𝜓𝑏: |𝜓𝑚𝑎 − 𝜓𝜋(𝑚)𝑏| ≤ 2𝜖, where 𝜖 is some arbitrarily small error. 

The authors further extend this finding to structurally similar nodes, noting that 

|𝜓𝑚𝑎 − �̃�𝑚𝑎| ≤ (∑|𝛼𝑘| + 1 + 𝐶

𝑘

) 𝜖 (11) 

where 𝛼𝑘 are coefficients of the Stone-Weierstrass polynomial approximating the kernel 𝑔𝑠 

restricted to the interval [0, 𝜆𝑛], C is a constant which bounds the perturbed residual between 

𝑔𝑠(𝜆) and 𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙(𝜆). Combined, these suggest that GraphWave can produce identical 

or nearly identical embeddings for nodes which are structurally identical or nearly identical, 

respectively.  

 Chapter 1.2.2.1.5: Node Level applications in large scale -omic analyses 

Node embedding techniques have seen a variety of successes in biomedical 

applications. In their study, Shulte-Sasse et al [45] developed a graph convolutional network 

model to assess the cancer association of genes by combining various multi-omic pan-cancer 

data including sequence variations, copy number variations, methylation, and gene 

expression. They further used a layer-wise propagation mechanism to assess the main 
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contribution to a gene’s prediction, e.g., whether a gene’s association to cancer is driven 

primarily by network information or by omic data. In doing this, they identify a set of candidate 

genes which, interestingly, are not necessarily enriched for mutations but instead interact with 

core cancer genes. Turning to singe-cell -omic applications, in their study, Ravindra et al [46] 

made use of a graph attention network architecture to classify single cells as belonging to 

healthy individuals or multiple sclerosis patients. To do this, the authors created a k-nearest 

neighbor graph of distances computed in the PCA space of single cells, where each cell was 

featurized by its 22k gene expression values.  

Chapter 1.2.2.2: Edge Level 

 An example of an edge level task is given in Figure 2B. In this type of task, the goal 

is to predict whether an interaction between two nodes exists. For example, given a network 

of known drug – protein interactions, we may want to predict additional, unknown interactions. 

Like the node level task, there are a variety of strategies to tackle this problem  

Chapter 1.2.2.2.1: Local Similarity Indices 

Local similarity algorithms measure a similarity metric for each pair of nodes that do 

not have an observed link [47]. Pairs of nodes which have the highest scores are then 

predicted to have an unobserved or future link. A wide variety of similarity metrics have been 

explored. One simple similarity metric examines the sharing of network neighbors between 

two nodes x and y [48]: 

𝑆𝑥𝑦
𝐶𝑁 = |𝒩(𝑥) ∩ 𝒩(𝑦)| (12) 

where 𝒩(∙) is the set of neighboring nodes. As an extension of this, other similarity metrics 

aim to look at local communities supposing that two nodes are more likely to be linked if their 

shared network neighbors are densely linked. To this end, Cannistraci et al [49] propose to 

weight the shared neighbor metric above with a measure of connectivity density: 
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𝑆𝑥𝑦 = 𝑆𝑥𝑦
𝐶𝑁 ∙ ∑

|𝒩(𝑧) ∩ (𝒩(𝑥) ∩ 𝒩(𝑦))|

2
𝑧∈𝒩(𝑥)∩𝒩(𝑦)

 (13) 

These local community based metrics have been successfully used in a variety of settings 

including bipartite graphs [50]. 

Chapter 1.2.2.2.2: Probabilistic models  

Probabilistic methods aim to develop a probability distribution over the graph. The 

models consider the relational schema for the graph and the probabilistic dependencies over 

the domain to estimate the probability of edges not already known to exist [51]. One example 

comes from Zhao et al [52], wherein the authors use a Bayesian probabilistic approach which 

builds a model over various node attributes which are encoded in a binary node feature vector. 

Another example, focused on time varying networks, comes from the work of Das et al [53]. 

Here, authors leverage Markov processes to model the time varying probabilities of potential 

edges over multiple time scales.   

Chapter 1.2.2.2.3: Matrix Completion 

Graph edges are naturally amenable to matrix representation, particularly by an 

adjacency matrix. As a result, a popular approach is to consider the task of link prediction to 

be closely related to matrix completion or factorization. Matrix completion approaches often 

deal with the supervised learning framework of link prediction by adopting an optimization 

scheme: 

min
θ

1

|𝐸|
∑ ℓ (𝐺𝑖𝑗 , 𝐺𝑖𝑗(𝜃)) + Ω(𝜃)

𝑖,𝑗∈𝐸

 (14) 

where E is the set of known edges, 𝜃 is the prediction model parameters, ℓ is the loss function, 

𝐺 is the model’s prediction for edge 𝑖, 𝑗 and Ω is a regularization term. Matrix completion 
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supposes that G can be factorized as 𝐺 ≈ 𝐿(𝑈Λ𝑈𝑇) for some arbitrary 𝑈 ∈ ℝ𝑉𝑥𝑘, Λ ∈

ℝkxk, and link function 𝐿. The 𝑖-th row vector of 𝑈 corresponding to node 𝑖 is considered a 

latent representation of node 𝑖. Thus 𝐺𝑖𝑗 can be approximated with 𝐿(𝑢𝑖Λ𝑢𝑗). Various studies 

use different link functions or regularization schemes to varying degrees of success. In their 

study Gonen et al [54] implement a Bayesian approach which combines matrix factorization 

with dimensionality reduction and show that are able to successfully predict drug-target 

interactions. In a similar study, Cobangolu et al [55] implement a probabilistic matrix 

factorization approach to perform drug-target interaction prediction on bipartite graphs.  

Chapter 1.2.2.2.4: Embedding based approaches 

Embedding based link prediction approaches leverage node embedding tools to first 

define a latent or low-dimensional representation of individual nodes. These approaches then 

measure the probability of a non observed edge existing between two nodes based on various 

measures such as cosine similarity. As a result, these approaches are largely no different than 

the methods covered in the previous section regarding node embeddings. For example, 

node2vec is often used to generate link prediction strategies in various settings such as 

predicting the probability that links disappear in the future [56] or dynamic link prediction [57]. 

Graph neural networks have also proven to be quite useful in link prediction tasks as 

well. For example, in their study Wu et al [58], the authors use a graph neural network 

architecture to analyze an interaction network of drugs, proteins, and virtual nodes called 

bridge nodes used to ensure connectivity of the graph. In a similar task, Zitnik et al [32] try to 

predict the side effects of drug-drug interactions by using a multimodal graph of protein-

protein, drug-protein, and drug-drug interactions. Interactions between drugs and proteins or 

proteins and proteins were binary, however drug-drug interactions were annotated with a 

vector encoding the type of side effects seen in patients taking the drug pair. Their 
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methodology, Decagon, was built in two stages; (i) node embeddings for each of the drugs in 

the network were built using a graph convolutional network, (ii) a simple feed forward neural 

network took node embeddings a pair of drugs and predicted the polypharmacy side effect 

profile.  

Chapter 1.2.2.3: Graph Level 

 A common graph level task is whole graph classification (Figure 2C). In this task, the 

goal is to accurately classify a full graph as belonging to one of two or more classes. Similar 

to node or edge level tasks, there are a number of different strategies that can be employed 

to classify graphs.  

Chapter 1.2.2.3.1: Graph Kernels  

Kernels have become a major tool in machine learning. They measure similarities between 

data points and certain landmarks (or other data points), thereby allowing the formation of 

complex and nonlinear decision boundaries. Extending this to graphs, we can define some 

kernel 𝑘(𝒢𝑖 , 𝒢𝑗) to measure the similarity between two graphs 𝒢𝑖 and 𝒢𝑗. A commonly used 

kernel type are random walk kernels [59], which measure similarity as simply the number of 

walks that are common to two graphs. Another class of kernels are the Weisfeiler-Lehman 

(WL) kernels which are based on the heuristic WL algorithm for assessing graph isomorphism. 

These types of graph kernels assess graph similarities based on neighborhood aggregation 

schemes which count the shared subtrees between the graphs [60]. Another class of kernels 

use graphlets which are induced subgraphs of the full graph which are non-isomorphic to each 

other. The graphs 𝒢𝑖 and 𝒢𝑗 are then represented by vectors of graphlet occurrence 

frequencies 𝑓𝒢𝑖
 and 𝑓𝒢𝑗

. The graphlet kernel can then be defined by the inner product of the 

two frequency vectors. Graph kernels have been successful in a number of bioinformatic 

applications. For example, in their study, Mautner et al [61] developed a methodology that 
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combines graph kernels and machine learning to predict the secondary structure of mRNA 

from sequence information. In another study, Tepeli et al [62] develop a graph kernel based 

clustering approach to cluster patients using multiomic data and pathway knowledgebases. In 

their clustering analyses they find that their methodology clusters patients such that they have 

significantly different survival times. 

Chapter 1.2.2.3.2: Graph Embedding via Node Embeddings 

Recently, many successful studies have adopted the use of graph embeddings. Much like 

node embeddings, the goal of graph embedding is to identify a low-dimensional 

representation which preserves the information and properties of the original graph. These 

embeddings are then used in downstream analyses to learn and perform classification. In fact, 

graph embeddings are often a composite of their constituent node embeddings. As a result, 

all the node embedding approaches discussed previously can be directly extended to perform 

graph classification. This includes matrix factorization tools like Laplacian eigenmaps or node 

proximity matrices, random walk based node embeddings, or even deep learning and graph 

learning based node embeddings. Extension of these node embeddings to perform graph 

embedding is commonly done by simply modifying the standard loss function to: 

ℒ =  ∑ ‖𝐌𝐋𝐏(𝒛𝒢𝑖
) − 𝑦𝒢𝑖

‖
2

2

𝒢𝑖∈𝔻

 (15) 

 where 𝐌𝐋𝐏 is some multilayer perceptron (or other function) which combines all of the node 

embeddings 𝒛  in a graph 𝒢𝑖 into a label prediction, and 𝑦𝒢𝑖
 is the ground truth label. These 

GNN based graph classification approaches have been successful in a variety of bioinformatic 

applications. For example, Duvenaud et al [63] used GNNs to develop an end-to-end 

architecture to learn and predict properties of molecules such as their solubility or likely drug 

efficacy. In another study, Li et al [64] propose a variant of graph convolutional neural 
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networks to predict properties of molecular graphs. To do this, they develop adaptive graph 

convolutional architectures by using an ‘adaptive’ Laplacian given by the general graph 

Laplacian and a residual Laplacian calculated on a set of ‘virtual edges’. They further 

demonstrate that this adaptive GCN architecture is effective at predicting properties of 

molecule structures such as solubility and hydration-free energy. 

Chapter 1.3: Quantification of Effects of Coding Mutations 

 While there is a great redundancy in the genetic code which permits biological 

organisms to tolerate point (missense) mutations to some degree, these mutations can also 

lead to perturbations in protein shape and function. In fact, these functional perturbations 

caused by missense mutations can often cause disease. As a result, understanding and 

predicting the degree to which critical protein functions are disrupted by mutations has been 

a focus of much research. Many tools have been developed as potential solutions to this 

problem. Some approaches make predictions based on altered protein stability while others 

rely on machine learning trained over various features such as phylogenetic sequence 

conservation,  physiochemical properties, homology, population frequency, among many 

others [65–69]. Another popular strategy is ensemble or consensus methods wherein 

machine learning techniques are used to weight predictions from various other tools to 

combine into a ‘meta-score’ of protein functional perturbation[70,71].  

 Evolutionary Action (EA) introduced first by Katsonis and Lichtarge in 2014 [69], 

offers an alternative approach to the variant impact prediction problem by defining a formal 

genotype-phenotype equation. EA expresses that the genotype-phenotype relationship can 

be written as 𝑓(𝛾) =  𝜙, where evolutionary fitness function (𝑓) maps genotype (𝛾) onto fitness 

landscape (𝜙). EA theory then considers any single nucleotide sequence variation (SNV) to 

be infinitesimally small perturbation in the full genome sequence (𝑑𝛾), which causes an 

equally small perturbation to the fitness phenotype (𝑑𝜙). This relationship is described by: ∇𝑓 ∙



22 

 

𝑑𝛾 =  𝑑𝜙. Assuming a mutual independence of all residues, then for any SNV at amino acid 

residue 𝑟𝑗, 𝑑𝛾 ≈ Δ𝑟𝑗, all components of the ∇𝑓 will go to zero except 
𝜕𝑓  

𝜕𝛾𝑟𝑗

, leaving: 
𝑑𝑓

𝑑𝛾𝑟𝑗

∙ 𝑑𝛾𝑟𝑗
≈

𝑑𝜙. The authors demonstrate that all components on the left-hand side of this equation are 

calculable using the Evolutionary Trace [72,73] algorithm and amino acid substitution log-

odds ratios. The resulting estimated perturbation in fitness phenotype is the EA score of a 

mutation. EA scores are normalized to a range of 0-1 where 0 indicates likely no effect to 

protein function and 1 indicates a likely total loss of protein function. Interestingly, this 

formulation of the genotype-phenotype relationship harbors an interesting interpretation of 

mutations from the perspective of statistical thermodynamics. This idea will be further 

expanded upon in this thesis.  

 PolyPhen2 (PPh2) is a well-known tool [67] which uses a naïve-bayes classifier to 

predict variant impacts. The algorithm is trained on thirty-two predictive features over which 

the authors implemented a greedy algorithm to iteratively identify the most useful features for 

impact prediction. Training was done using the HumVar and HumDiv databases. The final 

trained  algorithm uses a set of eight sequence-based features and three structure-based 

features, with most selected features involving a comparison of some property of wild-type 

allele to mutant allele.  

 Combined Annotation-Dependent Depletion (CADD) is another well-known and 

commonly used tool which uses the consensus or ensemble method strategy [70]. CADD 

integrates several different annotation and impact scoring systems such as conservation 

metrics, regulatory information, transcript information, and protein-level scores such as PPh2. 

Authors then trained a support vector machine with a linear kernel on all 8.6 billion possible 

SNVs in the human reference genome to produce CADD scores.  
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 Sorting Intolerant from Tolerant (SIFT) algorithm uses sequence homology to 

estimate the likelihood that any amino acid substitution due to missense mutation will have a 

detrimental effect on protein function [68]. Methodologically, the algorithm first searches for 

proteins with similar sequences to a query protein. It then chooses sequences that may share 

similar functions to the query protein by searching for sequences that have > 90% similarity. 

Multiple sequence alignments are then performed on the selected sequences and finally, 

normalized probabilities are calculated for all possible substitutions at any given position along 

the alignment.  

Chapter 1.4: Dissertation Objectives 

  Advancements in graph learning coupled with the ingenuity of quantitative variant 

impact predictions have motivated the objective of this dissertation to develop tools to help 

gauge the involvement of genes in disease in a manner inclusive and cognizant of their 

interactive environment, mutational functional perturbation, and relative mutational 

intolerance.  

 To this end, we will begin by leveraging a guiding principle in the study of node 

embeddings that embeddings should be subject to the restraint that their relative positions in 

an embedding space must be reflective of the node’s original properties. Moreover, a properly 

defined metric on the embedding space should accurately reflect similarities and differences 

in the original nodes. If two nodes are close together in the embedding space, it should be 

because the original nodes are very similar. If two nodes are far apart in an embedding space, 

it should be because the original nodes are very different. We can then hypothesize, from 

this principle, that differences between a gene’s embedding in a healthy, wild-type 

biological network and its embedding in a diseased network should be reflective of its 

role in disease biology. If the two embeddings are highly similar, then the gene’s function 

may not be perturbed in disease. If the gene’s embedding in disease and healthy are 
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dissimilar, then the gene may have altered function in the disease, potentially contributing to 

disease pathology.  

 Next, we will consider a limitation of many successful variant impact methods: 

functional perturbations are often estimated relative to the protein rather than the organism. 

To illustrate this, consider two genes GATA2 and an olfactory receptor, both with truncating 

mutations in the main bodies of the genes. Most variant impact predictors will estimate total 

loss of function for the encoded proteins of both genes, however the resulting perturbation to 

the overall biology of the system could be very different. GATA2 is a haploinsufficient gene in 

which loss of function (LoF) mutations lead to the immunodeficiency syndrome MonoMAC 

[74]. Conversely, LoF mutations are enriched in olfactory receptor genes suggesting that they 

are unlikely to significantly perturb the overall organism [75]. Compelled by these disparate 

effects of genes at the organism level, we will leverage aspects of statistical 

thermodynamics to quantify the relative mutational intolerance of all genes across the 

genome.  

 Taken together, these efforts will provide valuable insights into the biological dynamics 

of gene networks, new tools with which to investigate disease-gene associations and offer 

alternative ways to think about and probe genetic systems.   
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Chapter 2: Gene Embedding Provides Novel Insights into Disease 

Mechanisms 
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Chapter 2.1: ABSTRACT  

Most standard disease-gene association methods do not account for gene-gene 

interactions. This is crucial for complex polygenic diseases like Alzheimer’s disease (AD), 

where our understanding of the genetics and mechanisms remains incomplete. To discover 

new disease genes whose interactions may contribute to pathology we developed 

GeneEMBED, a general approach applicable to exome and genome sequences, that models 

the combined functional impact of coding variants in different genes across a biological 

network. In this manner, GeneEMBED assesses the mutational perturbation of a gene’s 

neighborhood in disease compared to healthy individuals. In two independent AD cohorts of 

5,169 exomes and 969 genomes, in addition to known AD genes, GeneEMBED identifies 

many novel candidates that are differentially expressed in post-mortem AD brains, whose 

modulation in mice causes neurological phenotypes and that are interactors of known AD 

genes. Four genes stood out among the novel candidates since they are upregulated in AD 

brains and modified neurodegeneration in vivo: PLEC, UTRN, TP53 and POLD1. Importantly, 

TP53 and POLD1 are involved in DNA break repair and are targeted by available 

pharmacological inhibitors. While these data show proof-of-concept in AD, GeneEMBED 

remains a general approach that can identify genes relevant to risk mechanisms and therapy 

of other complex diseases. 
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Chapter 2.2: Introduction 

Alzheimer’s Disease (AD) is a neurodegenerative disorder characterized by 

progressive memory loss, language deficits, and behavioral abnormalities [76]. An estimated 

6 million individuals in the US are afflicted with AD and this number is projected to double by 

2050 [77]. The polygenic nature of AD presents an obstacle to early diagnosis and risk 

prediction. In late onset Alzheimer’s disease (LOAD), the estimated genetic heritability is 60-

80% [7,8]. Though genome-wide association studies (GWAS) have identified > 40 LOAD loci 

[78–82], they account for only a fraction (~33%) of the heritability [9,10]. While there are many 

explanations for this “missing heritability” problem [11,12,83], which is seen across complex 

diseases [6], an attractive hypothesis suggests that genetic interactions may be a culprit [18]. 

Genetic interactions are functional interactions observed among gene variants where the 

resulting phenotype differs from the independent phenotype of each variant [18,19]. Thus, 

relatively benign mutations may combine to generate complex phenotypes. Indeed, such non-

additive genetic interactions have been observed in disease [21–23] and have improved 

current models of the genotype-phenotype relationship [20,84]. However, genome-wide 

discovery of pairwise genetic interactions presents major challenges. Theoretical analysis 

suggests that under reasonable assumptions nearly 500,000 samples would be needed to 

identify statistically significant genetic interactions [18]. The potential use of prior knowledge 

to compensate for necessary sample size has motivated the development of network informed 

gene prioritization methods for various diseases [24,26–29,85]. These approaches do not 

typically use patient specific genetic data. However, when they do, they often rely on 

expression data (e.g. HIT’nDRIVE) [28], or they are built for somatic mutations (e.g. HotNet2) 

[29] and are not immediately amenable to the case-control study designs typical of germ line 

genome-wide association studies. 
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Advances in graph representation learning open new opportunities to analyze 

genomes in the context of biological networks. Graph learning techniques have been 

successful in a variety of biological applications including predicting protein-protein 

interactions [86–90] and drug responses or side-effects [91–94]. Specifically, node embedding 

enables machine learning on networks by compacting the qualitative and quantitative 

properties of a network node in a mathematically suitable framework. For example, Deep Walk 

[41] and Node2Vec [42] use random walk algorithms to represent nodes as vectors. 

Alternatively, Graph Convolutional Networks [36] or Graph Attention Networks [38] use graph 

neural network architectures to construct node representations instead. Regardless of the 

approach, node embeddings should conserve the relative properties between original graph 

nodes, meaning that similar nodes should embed similarly. We hypothesize, based on this 

principle, that differences in a gene’s embedding in a disease network compared to its 

embedding in a healthy network may reflect a role in disease pathology.  

This motivated us to develop GeneEMBED (gene embedding based evaluation of 

disease-gene relevance) to pinpoint genetic risk factors of disease by examining the 

differential perturbation patterns of gene interactions. The approach takes a predefined 

molecular network and annotates it with the functional impact of protein coding variants across 

cases, and separately controls. Importantly, the approach considers all protein coding variants 

in estimating gene-level perturbed protein function. Machine learning performs embeddings 

on each network and then finds which genes have the most difference in case versus controls 

embeddings. Notably, this approach addresses the limitations of standard models by feasibly 

assessing the contribution of pairwise, and higher order, genetic interactions on disease and 

doing so with a case-control study design of typical genome-wide studies. While this approach 

is general and applicable to many complex diseases, we tested this in two LOAD data sets: 

the Alzheimer Disease Sequencing Project (ADSP) (dbGaP phs000572.v7.p4) Discovery 



29 

 

cohort comprising 2,729 affected (AD+) individuals and 2,440 healthy (AD-) controls, and the 

Extension cohort with 481 AD+ and 488 AD- individuals (NIGADS NG00067). To assess 

robustness of GeneEMBED, we used two variant impact scoring methods, Evolutionary Action 

(EA) [69] and PolyPhen2 (PPh2) [67], and we tested three different molecular interaction 

networks, STRING [95], HINT [96], and a brain specific network [97,98]. The candidate genes 

from the Discovery and Extension cohorts were consistent with one another and with known 

AD genes. The candidates interacted with manually curated AD-associated genes and were 

dysregulated in AD brains. Functional in-silico analysis showed they were involved in 

pathways relevant to AD, including for cell cycle and DNA replication. In vivo perturbation 

analysis confirmed that GeneEMBED genes were modifiers of tau and β-amyloid induced 

phenotypes in well-established Drosophila AD models [99–101] and their modulation in mice 

showed abnormal neurological phenotypes, supporting their role in normal neuronal 

maintenance and function. Importantly, many GeneEMBED candidates are druggable with 

already approved compounds. Overall, these results point to new targets for therapeutic 

development in AD, and broadly support a novel and general paradigm to interrogate other 

complex genetic diseases.   

  

Chapter 2.3: RESULTS 

Chapter 2.3.1: GeneEMBED identifies genes that are perturbed in AD 

With a view to discover AD genes, GeneEMBED aims to combine the integrative 

features of network biology with machine learning to find genes with functional interactions 

perturbed differently among cases and controls, due to mutations. First, GeneEMBED builds 

a personalized functional impact network by calculating a perturbation score (PS) for each 

gene of each subject of a cohort. This score reflects all non-synonymous variants in the gene 
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(v); the impact of each variant estimated by either EA [69] or PPh2 [67] (Variant Impact 

ScoreEA and VISPPh2, respectively); and zygosity (zyg) (Figure 3A and methods). The PS 

scores are then mapped to a gene network of choice, such as the STRING protein-protein 

interaction network, by setting the weight of an existing edge between two genes as the sum 

of their PS score. Finally, the edge weights are averaged across all cases, or separately 

across all controls, to produce two global cohort networks that compile the aggregate 

mutational perturbations of protein-protein interactions in cases and in controls. Both networks 

are then processed with the GraphWave [44] machine learning algorithm which applies an 

unsupervised diffusion-aided wavelet decomposition to assign a continuous vector-valued 

embedding to each gene/node. This embedding is based on the topological (geometric 

distribution of the edges in the node’s vicinity) and functional (functional information 

associated to each edge) properties surrounding the gene in the network. As a result, the 

vector assigned to each gene represents the integrated functional perturbation of the variants 

in its network neighborhood. The final step applies principal component analysis (PCA) to 

identify vectors with significant differences between the case and control networks 

(FDR<0.01), suggesting distinct perturbation patterns in these genes between AD vs controls.  

Next, to test the algorithm and identify genetic factors underlying AD, we applied 

GeneEMBED to the whole exome (WES) and whole genome sequencing (WGS) data from 

the ADSP Discovery and Extension cohorts, respectively, using either VISEA or VISPPh2 for the 

variant impact score, and initially the STRING protein-protein interaction network. Additionally, 

we applied GeneEMBED to healthy control vs healthy control using both VISEA and VISPPh2 to 

identify potential false positive (FP) genes. After removal of FPs, GeneEMBED identified 69 

AD-candidates in the Discovery Cohort and 119 candidates in the Extension cohort with VISEA, 

and 128 candidates in the Discovery Cohort and 120 genes in the Extension cohort (Table 1) 

with VISPPh2. Fourteen genes overlapped between the Discovery and Extension cohorts when 
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using VISEA (hypergeometric p ~ 1.86e-16). Of these, nine genes had evidence in literature 

documenting their association with AD (Figure 3B, APOE, CSF1R, ILR4, MAPK6, MAPT, 

REST, RIPK4, SP3, and TRIB3) [102–110]. Particularly notable were MAPT and APOE. 

Neurofibrillary tangles, one of the primary AD biomarkers, are aggregates of 

hyperphosphorylated MAPT gene products [111]. APOE, on the other hand, is one of the 

strongest genetic predictors of AD [111]. Similarly, 16 genes overlapped between Discovery 

and Extension cohorts when using VISPPh2 (hypergeometric p ~4.25e-15), of which six have 

been previously linked to AD pathology (Figure 3B, CCT5, ERBB2, MAPK6, REST, SYNJ1, 

and TP53) [105,107,112–115].  GeneEMBED-VISPPh2 did not recover APOE in the Discovery 

cohort but did so in the Extension. GeneEMBED also identified well known genes in which 

rare variants are associated with AD, including TREM2 [116] and SORL1 [117], though these 

genes are recovered only in the Discovery cohort. Comparing VISEA to VISPPh2, 34 genes 

overlapped in the Discovery cohort (hypergeometric p ~1.46e-53) and 44 genes overlapped 

in the Extension network (hypergeometric p ~ 2.46e-64), indicating concordance between 

these two impact scores. Lastly, we found that 4 genes overlapped among all cohort-VIS 

combinations with a hypergeometric p-value ~ 8.58e-10. These data suggest that 

GeneEMBED is robust to inter-cohort variability as well as differences in impact scoring 

systems and can recover several well-characterized, positive control AD genes. 
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Figure 3: Overview of GeneEMBED and AD candidate genes. (A) GeneEMBED: For an 
individual, genes are first assigned a perturbation score (PS) consolidating information from 
all the gene’s variants appearing in the individual. The gene PS estimates the total loss of 
function probability given various combinations of variant level loss of function probabilities. 
Edge weights for an individual’s network are calculated by the sum of the PS of the 
connected genes. Edge weights are then averaged over to construct one case specific and 
one control specific graph. Node embedding is performed on the genes in the two networks. 
Finally, embeddings are projected in a PCA space to measure distances between nodes in 
case and control networks. (B) GeneEMBED using EA identified 69 candidate genes in 
Discovery and 119 in Extension with 14 overlapping genes, significant by one-tailed 
hypergeometric test. In PPh2 analyses, 128 candidate genes were found in Discovery and 
120 in Extension with 16 overlapping genes, significant by one-tailed hypergeometric test. 
A large portion of overlapping genes have been previously implicated in AD biology.  
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In order to control against a standard method for inferring gene-disease associations, 

we used MAGMA (Multi-marker Analysis of GenoMic Annotation) which prioritizes genes 

based on multiple regression analysis. This method can be performed genome-wide, allowing 

it to be used for gene discovery. [16]. MAGMA identified 31 AD-associated genes in the 

Discovery cohort (p < 0.001) and only 7 in the Extension, with no overlap (Table 2). MAGMA 

in the Discovery cohort shared only APOE with both GeneEMBED-VISEA analyses and 

GeneEMBED-VISPPh2 in Extension while overlapping with VISPPh2analysis in Discovery cohort 

by two genes SORL1 and PRIM1. Similarly, MAGMA in Extension only shared TPO with 

VISPPh2 in Discovery and did not overlap with any other analyses. Of the 31 MAGMA 

candidates from the Discovery cohort 9 had been previously associated with AD including 

APOE and TOMM40 [102,118]. This indicates that MAGMA was less effective and less 

reproducible at this small sample size.  

To assess the recovery of GeneEMBED in a systematic manner, we measured 

hypergeometric overlaps between GeneEMBED candidates and 208 AD-associated genes in 

the DisGeNet database. DisGeNet compiles gene-disease associations based on genetic, 

clinical, and animal model curation [119]. We found a significant overlap (p=0.012 – 5.3e-4) 

between GeneEMBED candidates and DisGeNet genes across functional mutational impact 

methods (VISEA vs VISPPh2) and cohorts (Discovery vs Extension, Table 3). Additionally, we 

found significant overlaps between AD-associated genes from the comparative toxicogenomic 

database (CTD) [120] and GeneEMBED-VISEA in both the Discovery (p = 0.047) and 

Extension (p = 3.3e-3) cohorts. MAGMA candidates in the Discovery cohort recovered similar 

significant overlaps (Table 3, the low number of MAGMA candidates in the Extension cohort 

prevented a similar analysis). These data suggest that GeneEMBED is able to significantly 

recover several known AD genes despite large differences in cohort sizes.  Moreover, 

MAGMA was unable to reproducibly retrieve genes between the Discovery and Extension 
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cohorts while GeneEMBED found significant overlaps. Taken together, these findings 

demonstrate the robustness of GeneEMBED, compared to MAGMA, to both inter-cohort 

variability and sample size. Overall, GeneEMBED identifies candidates distinct from MAGMA 

which are nonetheless enriched for known AD-associated genes, suggesting an identification 

of disease relevant signal.  

Chapter 2.3.2: GeneEMBED CANDIDATES ARE ROBUSTLY CONNECTED AND 

RELEVANT TO AD  

To assess the role of GeneEMBED candidates, we asked if they are implicated in 

molecular changes related to AD, specifically, dysregulated gene expression as tallied by the 

Accelerating Medicines Partnership Alzheimer Disease (AMP-AD) RNA-sequencing from 

seven brain regions [121–126]. To focus on novel genes, we removed GeneEMBED genes 

that overlapped with any of five curated AD gene sets (DisGeNet, CTD, ClinVar, GWAS Meta 

1, GWAS Meta 2 [78,79,119,120,127]). The remainder was significantly dysregulated in the 

Temporal Cortex of AD patients (TCX, p<0.05, Figure 4A), independent of both the functional 

impact method (VISEA vs VISPPh2) and the cohort (Discovery vs Extension). However, 

GeneEMBED-VISEA candidates were also dysregulated in the Parahippocampal Gyrus (PHG, 

Figure 4A) for both cohorts, and in the cerebellum (CBE), frontal pole (FP), superior temporal 

gyrus (STG), and dorsolateral prefrontal cortex (DLPFC) (p<0.05 Figure 4A) for the Extension 

cohort, whereas that was only true for GeneEMBED-VISPPh2 on the CBE, also in the Extension 

cohort. MAGMA, in contrast, found no enrichment in dysregulated genes. Secondarily, the 

number of brain regions with significant dysregulation of candidate genes for GeneEMBED-

VISEA in the Discovery cohort and GeneEMBED-VISPPh2 in the Extension cohort was on par 

with the number from two AD GWAS meta-analyses (p~ 1.2e-2, p~2.3e-3, pGWAS Meta 1 ~ 

2.8e-3 & pGWAS Meta 2 ~4.9e-3, respectively). Remarkably, GeneEMBED-VISEA applied to 

the Extension cohort identified candidates significantly dysregulated in 6 brain regions in AD 
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(p~1.6e-13) (Figure 4B). Together, these data indicate a strong link between this group of 

candidate genes and AD pathology. This link, however, could be either causative or 

responsive. 
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Figure 4: GeneEMBED candidates are differentially expressed in AD brain tissue. (A) One-

tailed hypergeometric enrichment of GeneEMBED candidates against differentially 

expressed genes from seven brain regions: cerebellum (CBE), temporal cortex (TCX), 

frontal pole (FP), inferior frontal gyrus (IFG), parahippocampal gyrus (PHG), superior 

temporal cortex (STG), and dorsolateral prefrontal cortex (DLPFC). (B) Comparison of 

RNA sequencing-based enrichment between known AD gene sets and GeneEMBED 

candidates. Stars indicates the number of brain regions with significant enrichment in each 

gene set by permutation testing. Violin plot shows the distribution of expected number of 

enriched brain regions when using random gene sets. (C) Among the 143 high-confidence 

genes, a significant number (22, one-tailed Fishers Exact Test p=0.0247) showed 

differential expression in both bulk tissue from various brain regions and in single cell 

sequencing of neuronal cell types. 
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Next, we tested whether novel GeneEMBED candidates were connected to AD-

reference gene sets. For this, we measured how well information propagated between them 

and AD-associated genes in a PPI network [128–130] using the nDiffusion method [131]. Area 

under a receiver-operator curve (AUROC) measures the strength of their interaction and a z-

score is calculated for the significance of the observed AUROC compared to a distribution of 

random gene sets. We used two disease-gene association databases (DisGeNet - 208 genes 

[119] and CTD - 103 genes [120]) and three variant-based reference gene sets for AD (GWAS 

Meta 1 - 25 genes [78], GWAS Meta 2 - 38 genes [79] and ClinVar - 21 genes [127]). The 

GeneEMBED candidates showed statistically significant diffusion (ROC>0.5 + z-score>2) to 

most selected AD-associated gene sets, regardless of the cohort (Figure 5, Table 4, AUROC 

= 0.63 – 0.84, Z = 2.03 – 5.64). Interestingly, MAGMA candidates also diffused significantly 

to DisGeNet, CTD, and ClinVar but not to the two GWAS datasets. These data suggest that 

the GeneEMBED candidates are functionally and significantly connected to previously curated 

AD-associated genes, further suggesting an identification of disease relevant signal. 
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Figure 5: GeneEMBED candidates are significantly related to curated sets of AD genes. 

(A) Receiver Operator Characteristic curves are shown for Disc. VISEA for network diffusion 

to CTD and ClinVar AD gene sets. To determine significance of observed AUC, a 

permutation testing strategy is used wherein random gene sets of the same size are 

generated 100 times and analyzed through nDiffusion to create a random distribution of 

AUCs. Reported z-scores are calculated relative to these backgrounds. Y-axis of the ROC 

plots are true positive rates (TPR) and x-axis is false positive rate (FPR). Similarly, y-axis 

of the z-score distribution is probability density and x-axis is the AUROC score of random 

gene sets. Analogous plots are shown for (B) Ext VISEA , (C) Disc VISPPh2 , and (D) Ext 

VISPPh2 
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To test GeneEMBED’s utility and robustness in alternate protein-protein interaction 

(PPI) networks, we replicated the experiments from the above sections using the HINT 

network [96] of curated high-quality PPIs and a second network of physical PPIs specific to 

brain tissue [97,98]. First, using the HINT network, only VISEA in Discovery showed significant 

recall of genes from the CTD, GWAS Meta 1, and GWAS Meta 2 references (p = 0.0014, 

0.0058, 0.015) (Tables 5, 6). However, nDiffusion found both VISEA and VISPPh2 in Disc were 

significantly connected to all curated gene sets except GWAS Meta 1, with AUROCs = 0.62-

0.77 (z = 2.31-5.77) and AUROCs = 0.62-0.76 (z = 2.6-3.89) (Table 7), respectively. VISEA 

and VISPPh2 in Extension also had significant network connectivity with CTD and DisGeNet 

gene lists with AUROCs = 0.75, 0.7 (z = 3.33, 5.16) and AUROCs = 0.74, 0.67 (z = 3.32, 

4.91). Alternately, using the brain specific PPI, both VISEA and VISPPh2 in Discovery had 

significant interactions to the curated gene sets, with AUROCs = 0.63-0.78 (z = 2.11-3.91) 

and AUROCs = 0.64-0.82 (z = 2.43-6.07) (Table 8-10). VISEA in Extension found significant 

relatedness to CTD and DisGeNet with AUROCs = 0.77, 0.69 (z = 4.64, 5.07). VISPPh2 in 

Extension did not show any significant links to the curated gene sets. These data show that 

GeneEMBED robustly identifies genes enriched for functional interactions to curated sets of 

AD related genes using a variety of alternative PPI networks. Interestingly, a large number of 

genes were repeatedly identified among two or more GeneEMBED analyses across cohorts, 

VIS systems, and PPI networks (Figure 6), suggesting a potential role in AD.  
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Figure 6: GeneEMBED candidates are consistently identified across various cohorts, networks, 

and VIS systems. One-tailed hypergeometric overlap tests were done on every pairwise 

combination of cohort-network-VIS experiments. Among 66 independent pairwise tests, only 11 

did not demonstrate statistically significant hypergeometric p-values (p < 0.05, log(p) < -2.99). 
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Chapter 2.3.3: GeneEMBED candidates are functionally connected and enriched 

for in vivo modulators of neuronal dysfunction triggered by tau and β-amyloid 

The significant overlap in GeneEMBED candidate genes observed across cohorts and 

networks (Figure 6) indicates that GeneEMBED may be identifying specific pathways where 

an increased concentration of mutational load modulates AD risk. To investigate this, we 

performed functional enrichment analysis. We constructed a network in STRING with 143 high 

confidence hits. These genes were selected using the criteria that they must have been 

identified at least twice in the same network either across cohorts or across VIS methods. 

Genes were prioritized based on the degree of overlap across networks with more recurrent 

genes ranking higher, provided that they were never identified in any of the healthy control vs 

healthy control assays (Figure 6). Interestingly, this network showed significant PPI 

enrichment (p-value = 9.56e-07). After clustering with a Louvain algorithm, 127 of the 143 

candidate genes mapped to significantly enriched pathways (Figure 7), including among 

others: (1) mechanisms involved in glial biology (Glial cell derived neurotrophic factor 

receptor) [132,133]; (2) inflammation (Regulation of IP-10 production, positive regulation of 

TGFβ1 production, chemokine signaling), which is known to be dysregulated in AD [111]; (3) 

clearance of protein aggregates (regulation of aggrephagy, MTOR signaling); and (4) 

extracellular signaling cascades. These cascades involved Wnt/β-catenin, G-alpha or ErbB 

which are dysregulated in AD [134,135] and modulate neurodegeneration in animal models 

[136], or Syndecan-3, which may play a role in tau and β-amyloid internalization [137]. (5) The 

largest functional module among the high confidence GeneEMBED candidates is related to 

DNA-double strand break repair. Interestingly, genes involved in double strand break repair 

regulation modulate neurodegeneration in animal models [109] and others involved in DNA 

quality control accumulate in AD brains. 
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Figure 7: Interaction network among 143 high confidence genes is built using STRING 

edges. Nodes are colored based on their differential log2 Fold Change expression in AD 

brains. Red ring around genes indicate that they were reported in MGI to have abnormal 

neurological phenotype when knocked out. Green rings indicate that the gene was 

observed to modify AD phenotype in in vivo experiments on AD Drosophila models. Yellow 

rings indicate genes which were observed to both modify AD phenotype in Drosophila 

models as well as have reported abnormal neurological phenotype in KO mouse models 

in MGI. Genes with asterisk next to them are those which have pre-existing FDA approved 

pharmacological activator or inhibitors, indicating potential targets for drug repurposing 

studies. 
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These pathways suggest that modulating GeneEMBED genes may impact neuronal 

function. This hypothesis is supported by the fact that the 143 high-confidence hits are 

enriched in differentially expressed genes both in bulk and in single-cell transcriptomic 

datasets from AD postmortem brains (p = 0.0247, Figure 4B and Figure 7). While many 

genes have been investigated in AD mouse models to understand their contribution to 

disease, it is currently impractical to perform this type of analysis with large gene collections. 

To circumvent this limitation and systematically measure whether GeneEMBED candidates 

play important roles in CNS, we asked whether modulation of their mouse homologs would 

cause any neurological phenotypes as tallied in the Mouse Genome Informatics (MGI) 

database. [138]. This would reveal whether gene candidates are involved in neuronal 

maintenance and function and whether their loss of function may constitute a risk factor for 

AD or be a trigger for neurodegeneration. Out of 139 high confidence genes with homologs, 

48 (39%) showed abnormal nervous system phenotypes (p = 0.00024) when modulated. 

Notably, among these, a subset of 25 mouse homologs also showed abnormal 

behavioral/neurological phenotypes (p = 0.049). Finally, an additional 11 homologs showed 

only abnormal behavioral/neurological phenotypes (Figure 7 shows genes whose modulation 

causes CNS-associated phenotypes in mice as red or yellow border nodes). Of note, neither 

the ADSP variant datasets nor the STRING or HINT networks used by GeneEMBED have 

any bias towards genes expressed in the brain or in neurons. Therefore, the observed 

enrichment in genes mediating normal neuronal function increases confidence in 

GeneEMBED and with the potential pathogenic or protective roles of the genes it finds. 

To further ascertain the role of GeneEMBED genes in neurodegeneration, we next 

turned to in vivo experiments. Mouse models recapitulate neuronal dysfunction and 

neuropathological features of AD; however, they are not amenable for testing a high number 

of candidates using functional assays. Conversely, cultured cells fail to recapitulate core AD 
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traits (age dependence, circuit dysfunction, neuron-glia interplay). Therefore, to optimally 

validate the GeneEMBED candidates in the AD context in vivo we resorted to Drosophila AD 

models, which capture important core AD traits, including age dependence and protein 

accumulation [139]. This approach is supported by our previous Drosophila work in the context 

of AD and other neurodegeneration disorders where therapeutic targets identified in 

Drosophila have gone on to be validated in mouse or iPSC derived neuronal models 

[99,100,140–145]. For the GeneEMBED candidates, we modulated the levels of their 

Drosophila homologs in two well-validated Drosophila AD models [99–101] to test the effect 

of each candidate on neuronal dysfunction caused by amyloid (secreted Aβ42) or Tau (2N4R 

hTau) in the CNS.  Expression of secreted β42 or human tau specifically in post-mitotic 

neurons induces progressive nervous system dysfunction in Drosophila which can be 

monitored by measuring the motor performance of the animals as they age. First, we filtered 

out high confidence candidate genes that did not have Drosophila homologs or available 

alleles in public repositories. We then tested the resulting 43 genes using both overexpression 

as well as loss-of-function alleles whenever possible. We found that 28 Drosophila genes 

were modifiers of the β42- and/or tau-induced neuronal dysfunction (Figure 7, green and 

yellow border nodes and Figure 8, 9). We further found that of these 28 modifiers, 5 genes 

(UTRN, REST, PLEC, BAG3, TP53) also showed evidence of dysregulation in human 

postmortem AD brain transcriptome and abnormal neurological phenotypes in knockout mice. 

Interestingly, both the MGI hits as well as the Drosophila modifiers are very evenly distributed 

between the different functional clusters (Figure 7) indicating that all these pathways may 

potentially modulate AD pathogenesis. Importantly, some of the Drosophila alleles used 

(inducible overexpression and shRNA lines) were targeted specifically to neurons and 

therefore likely exerted their effects specifically in neuronal cells. However, other alleles used 

were classical loss of function or classical rescue constructs (using the endogenous gene 

promoter) in those cases the effect maybe cell-autonomous or non-cell autonomous for 
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example through modulation of important functions in glial or muscular cells. Additionally, 

while some of the modifiers identified may exert their effect through modulating the 

accumulation of tau or β42, others may act by protecting or potentiating the predisposition of 

neurons to degenerate or even by causing certain levels of neurodegeneration themselves. A 

complete list of the modifier alleles as well as brief description of their putative effect on their 

target gene is available in Table 11. 
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Figure 8: Regressions representing average speed as a function of age in control fruit flies (blue) 

or flies expressing human wild type Tau either alone (grey) or together with the above indicated 

modifiers (red) on the corresponding Drosophila homolog (see supplementary table 12 for 

genotype details). Charts show third degree polynomials and confidence intervals. All differential 

effects were statistically significant (p<0.01) following ANOVA analysis on Linear mixed models 

regression with fitted splines 
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Figure 9: Regressions representing average speed as a function of age in control fruit flies 

(blue) or flies expressing human wild type β amyloid either alone (grey) or together with 

the above indicated modifiers (red) on the corresponding Drosophila homolog (see 

supplementary table 12 for genotype details). Charts show third degree polynomials and 

confidence intervals. All differential effects were statistically significant (p<0.01) following 

ANOVA analysis on Linear mixed models regression with fitted splines 



48 

 

Given the likely neurological role of these high confidence GeneEMBED candidates, 

we investigated their therapeutic potential. Among the 143 genes, twenty-one have drugs that 

have been characterized as agonists or antagonists of their function (Table 12). Interestingly, 

of the total 109 compounds activating or inhibiting these genes, 35 have co-mentions with AD 

in the PubMed database. Noteworthy among these are EPHA2 and S1PR3, both of which 

were upregulated in AD brains. EPHA2 has two inhibitors (regorafenib and dasatinib) both of 

which have shown neuroprotective effects in mouse AD models [146,147]. S1PR3 has an 

agonist (fingolimod) which also has therapeutic benefit in mice [148].  Additionally, two genes 

FLT3 and RET are inhibited by sunitinib, which inhibits cerebrovascular activation to improve 

cognitive function mouse AD models [149]. Among the genes whose knockdowns ameliorated 

neurodegeneration in Drosophila AD models, three (ABL1, TP53, POLD1) have 

pharmacological agents with previously demonstrated inhibitory effects. While ABL1 inhibition 

is already being pursued in the context of AD [150,151], TP53 and POLD1 remain to be 

explored. Together, our results demonstrate that high-confidence GeneEMBED candidates 

show significant enrichment in modifiers of tau and β-amyloid phenotypes in Drosophila 

models, are differentially expressed in AD brain tissue, and show abnormal neurological 

phenotypes when modulated in mouse models. These findings highlight the ability of 

GeneEMBED to successfully identify genes involved in disease pathology, some of which 

have significant therapeutic potential. 

Chapter 2.3.4: GeneEMBED shows robustness across various cohort sizes 

While large sequencing cohorts are becoming more commonplace in recent years, for 

some rarer phenotypes and diseases, it is still a challenge to produce such sample sizes. In 

order to characterize its performance at various cohort sizes, we performed an iterative 

downsampling analysis of GeneEMBED on the Discovery cohort. Using the gene set identified 

with the full cohort as ground truth, we calculated precision and recall of GeneEMBED gene 
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sets identified at sub-cohort sizes of 80%, 60%, 40%, 20%, 10%, and 5% of the original cohort. 

Performing this experiment with both EA and PPh2, we found that sub-cohort size could be 

dropped as far as 40% of the original cohort before recall fell below 0.6 for PPh2 and EA 

analyses (Figure 10). Next, in order to assess the relationship between network connectivity 

and gene identification by GeneEMBED at various cohort sizes, we correlated the PCA-

distances based ranking of identified genes with their ranking using betweenness, degree, 

and eigen centrality using the Spearman rank-order correlation test. We found that for both 

EA and PPh2 based analyses, the correlation with these centrality measures was relatively 

stable regardless of the decrease in cohort size (Figure 10). These data suggest that the 

utility of GeneEMBED is not limited to large cohort sizes but can sufficiently extended to much 

smaller cohort sizes.  

In order to characterize the behavior of GeneEMBED in the absence of disease 

specific mutational information, we performed the analysis on only healthy controls from the 

Discovery cohort. We then tested the correlation of ranks of genes which pass FDR threshold 

with ranks generated by connectivity measures used above. Strikingly, we observed that in 

GeneEMBED analysis using the STRING network, the PCA-distances correlated with degree, 

betweenness, and eigenvector centralities at more than twice the rate in healthy vs healthy (r 

= 0.273, 0.215, 0.282) than in case vs control analyses (r = 0.121, 0.085, 0.103), and that 

correlations for healthy vs healthy were all statistically significant while the case vs control 

analyses were not (Figure 10). Even more notable were the disparities of correlations in the 

Brain Specific PPI network, correlations with degree, betweenness, and eigenvector 

centralities in the healthy vs healthy analysis (r = 0.596, 0.481, 0.630) which were all 

statistically significant and case vs control analyses (r = 0.111,0.358,-0.103) which were not 

significant. These findings were again echoed in the HINT network analyses where healthy vs 

healthy gene set correlated significantly with network centrality measures. The findings 
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suggest that in the absence of disease-relevant mutational data, GeneEMBED prioritizes 

genes with large network connectivity as small mutational differences are likely amplified by 

the gene’s network influence. 
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Figure 10: (A) Plot of precision and recall of GeneEMBED identified genes at 

decreased sample sizes relative to genes identified using the full Discovery cohort. 

(B) Spearman rank-order correlation between genes identified using the three brain 

networks applied to Healthy vs Healthy controls or case vs control experiment. 

Asterisk indicates statistically significant (p<0.05) correlation. When disease relevant 

information is removed from data, GeneEMBED relies on network topology to rank 

genes. (C) Spearman rank-order correlation between candidates identified at low 

cohort sizes. 
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Chapter 2.3.5: Characterization of performance of PCA vs full embedding 

distances 

In order to assess the effects of PCA on the GeneEMBED methodology, we tested the 

utility of computing distances based on the full dimensional embedding outputs from the 

GraphWave algorithm compared to PCA-distances. We ran GeneEMBED with both weighting 

metrics on the Discovery-VISEA cohort using the STRING network and recovered 82 genes 

with full embedding distances and 69 with PCA-distances. To test the relevance of the 

identified gene to AD, we measured their: (i) recovery of AD-associated genes, (ii) 

connectedness to known AD-associated genes, and (iii) differential expression in postmortem 

AD brains. We found that distances based on full dimensional embeddings were able to 

recover statistically significant overlaps with GWAS Meta 1, GWAS Meta 2, and DisGeNet. 

PCA-distance gene set recovered significant overlaps with DisGeNet and CTD (Table 16). 

Next, we found that genes identified by full dimensional embeddings were significantly 

connected to GWAS Meta 1, GWAS Meta 3, and CTD gene sets. Comparatively, PCA-

distance gene set showed significant connectivity to all five reference gene sets (Table 17). 

Finally, genes identified by full dimensional embeddings showed no statistically significant 

enrichment for differential expression in post-mortem AD brains, while PCA-distance gene set 

was enriched in two brain regions with significance (p = 0.012) (Table 18). These data show 

that distances based on PCA performs better than full dimensional embeddings. Further 

examination of the genes identified by both approaches showed that 74% of genes identified 

by the full dimensional embeddings were also identified in the PCA-distance framework. 

However, of the 20 genes unique to the full dimensional embeddings’ gene set, only 3 were 

dysregulated in AD brains. Comparatively, of the 7 genes unique to the PCA-distance 

framework, 4 were dysregulated in AD brains. Overall, this demonstrates the role of principal 

component analysis in denoising the raw outputs of the GraphWave algorithm. 
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Chapter 2.3.5: Characterization of alternative edge weighting schemes 

In order to assess the effects of PCA on the GeneEMBED methodology, we tested the 

utility of computing distances based on the full dimensional embedding outputs from the 

GraphWave algorithm compared to PCA-distances. We ran GeneEMBED with both weighting 

metrics on the Discovery-VISEA cohort using the STRING network and recovered 82 genes 

with full embedding distances and 69 with PCA-distances. To test the relevance of the 

identified gene to AD, we measured their: (i) recovery of AD-associated genes, (ii) 

connectedness to known AD-associated genes, and (iii) differential expression in postmortem 

AD brains. We found that distances based on full dimensional embeddings were able to 

recover statistically significant overlaps with GWAS Meta 1, GWAS Meta 2, and DisGeNet. 

PCA-distance gene set recovered significant overlaps with DisGeNet and CTD (Table 16). 

Next, we found that genes identified by full dimensional embeddings were significantly 

connected to GWAS Meta 1, GWAS Meta 3, and CTD gene sets. Comparatively, PCA-

distance gene set showed significant connectivity to all five reference gene sets (Table 17). 

Finally, genes identified by full dimensional embeddings showed no statistically significant 

enrichment for differential expression in post-mortem AD brains, while PCA-distance gene set 

was enriched in two brain regions with significance (p = 0.012) (Table 18). These data show 

that distances based on PCA performs better than full dimensional embeddings. Further 

examination of the genes identified by both approaches showed that 74% of genes identified 

by the full dimensional embeddings were also identified in the PCA-distance framework. 

However, of the 20 genes unique to the full dimensional embeddings’ gene set, only 3 were 

dysregulated in AD brains. Comparatively, of the 7 genes unique to the PCA-distance 

framework, 4 were dysregulated in AD brains. Overall, this demonstrates the role of principal 

component analysis in denoising the raw outputs of the GraphWave algorithm. 
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Chapter 2.3.6 Characterization of sensitivity of GeneEMBED to false negative 

and false positive edges 

While the curation of biological networks has become increasingly more sophisticated, 

it is important to recognize that even networks built upon stringent curation of experimentally 

validated edges may be prone to research bias. In order to assess the robustness of 

GeneEMBED to these potential false positive (FP) or false negative (FN) edges, we performed 

iterative random deletion or addition of edges to the Brain specific PPI network and applied 

GeneEMBED to the modified network. Using the genes identified by the Discovery cohort with 

the VIS-EA as ground truth, we calculated precision and recall of gene sets identified in the 

modified networks wherein 5% to 70%, with intervals of 5%, of edges were synthetically and 

randomly deleted (or added). Specifically, we used the Brain specific network for this 

experiment because its relatively small size of 3.2k nodes and 48k edges allowed for 

computationally efficient modification and testing. First, testing the relationship between FN 

edges and GeneEMBED performance, we found that up to 55% of the edges in the original 

network could be randomly deleted before either recall or precision fell below 0.6 (Figure 

11A). Moreover, when we restricted random deletion of edges to those involving any of the 

genes identified in the unaltered Brain specific PPI network, we found that up to 30% of their 

edges could be deleted before either recall or precision fell below 0.6 (Figure 11A). Next, 

characterizing GeneEMBED performance in the presence of FP edges, we found that we 

could randomly add edges totaling up to 80% of the original network size (~38.4k edges) 

before either the precision or recall fell below 0.6 (Figure 11B). These data suggest 

GeneEMBED is highly robust to both false positive and false negative edges. In the case of 

random deletion of edges (FN edges), it is likely that there are more genes that do not play a 

role in AD pathobiology than genes that contribute significantly to pathogenesis. Accordingly, 

there will be more edges that are not associated with AD than edges that are associated with 
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AD. Therefore, it is possible to randomly delete a large number of edges while maintaining a 

high recall and precision. However, when there is a bias in the edge deletion process to 

informative edges, the methodology becomes more sensitive to FN edges. Similar reasoning 

can be applied to the case of random edge addition (FP edges), as there are likely more edges 

that are not associated with AD it is possible to have large numbers of FP edges before recall 

or precision drop below 0.6. Overall, these data show that while there may be potential 

research bias in curated biological networks, the strategy employed by GeneEMBED allows 

for its robustness to the presence of false positive and false negative edges. 
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Figure 11: (A) Edges were synthetically and randomly deleted from the Brain network to test 

sensitivity of GeneEMBED to false negative edges. In blue are plots of precision and recall of 

GeneEMBED identified genes at various levels of randomly deleted edges. In red are plots of 

precision and recall of GeneEMBED identified genes when randomly deleted edges are targeted 

for known (previously identified) genes. (B) Edges were synthetically and randomly added to the 

Brain network to test sensitivity of GeneEMBED to false positive edges. The plot shows precision 

and recall of GeneEMBED identified genes at various levels of synthetically added edges. X-axis 

of ‘% Edges Added’ is relative to the original network size, e.g. at 100%, ~48k edges are 

randomly added. 
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 Chapter 2.3.7: Characterization of GeneEMBED performance in unbiased 

networks 

In order to benchmark the GeneEMBED strategy with a network without any functional 

bias or literature curation, we employed the HuRI network [152]. The HuRI network is the 

largest unbiased interactome map of binary protein-protein interactions. The network contains 

8,275 nodes and 52,569 edges generated from an impressive array of nine different ‘all-by-

all’ screens of 17,408 proteins. Using this network as a starting point, we ran GeneEMBED 

using the Discovery-VISEA cohort and identified a candidate gene set. To test the relevance 

of the identified genes to AD biology, we examined: (i) direct overlaps with reference gene 

sets discussed previously, (ii) connectedness between reference gene sets and identified 

genes, and (iii) dysregulation of identified genes in postmortem AD and non-AD samples from 

the AMP-AD dataset. Performing these experiments, we found that there was no significant 

recovery of known AD-associated genes. We also found no significant preferential 

connectivity between candidate genes and known AD-associated genes (Tables 13, 14). We 

did find an enrichment of the candidate genes for differentially expressed genes in AD vs non-

AD brains with marginal significance (p = 0.06) (Table 15). While these results would seem 

to suggest that GeneEMBED is unable to perform on such unbiased networks, it is important 

to consider the HuRI network in the context of AD. Despite being the largest of its kind to date, 

due to technological limitations, the HuRI network comprises only half the exome. Accordingly, 

only half or less of the genes in the reference gene sets were present in the HuRI network. 

Indeed, several genes which are core to AD pathobiology, such as APOE, TREM2, or MAPT, 

were absent in HuRI. The stringency of the HuRI network’s construction suggests that while 

it has a low FP rate, it may be depleted in protein-protein interactions. Indeed, we have 

observed that GeneEMBED is more robust to FP edges than FN edges (Figure 11). Overall, 

these data emphasize the importance of appropriately selecting a starting network. While it is 
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recommended to use an unbiased network when possible, it is also crucial to ensure the 

network is reflective of the biology of the target disease.  

  Chapter 2.3.8: Characterization of GeneEMBED in the presence of 

uninformative mutational data 

In the presence of counterproductive mutational data and large influence from network 

inputs, similar genes will be recovered from various shuffled label experiments leading to 

inflated overlaps. Indeed, it is likely that due to ambiguous mutational input the identified 

overlapping genes from randomly shuffled trials are less related to AD than case vs control 

overlaps. Moreover, the large reliance on network information suggests that identified gene 

lists are strongly correlated with network connectivity. In order to test these hypotheses, we 

performed the shuffled labeled experiments in the STRING network for both VISEA and VISPPh2 

using Discovery and Extension cohorts. We found that for VISEA, an average of 31.7 genes 

overlapped among gene sets identified using label shuffling for the Discovery and Extension 

cohorts. Comparatively, an overlap of 14 genes was observed in the original framework after 

removing potential FPs from control vs control analysis. Importantly, we found that the 14 

genes identified in the original analysis showed significant hypergeometric overlap with all five 

of the reference gene sets of known AD-associated genes (p = 0.019 – 0.0039). The overlaps 

identified by shuffled labeling showed few to no significant overlaps with any of the five 

reference gene sets (Table 19). Next, for each of the 14 genes in the original analysis, we 

counted the number of publications in the PubMed database co-mentioning the gene with AD 

in abstracts. We randomly generated 50 gene sets of the same size and counted their co-

mentions with AD to build a background distribution. To determine if a gene was related to 

AD, we used a threshold of at least 5 publications co-mentioning a gene and AD. We found 

that relative to this background, the original observation of 14 overlapping genes had a z-

score of 6.86. Comparatively, the overlaps identified by random shuffling had an average z-
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score of 3.43 and stdev of 1.57. Lastly, we found that ranked gene lists derived from random 

shuffling were significantly correlated with degree centrality (pearson correlation coeff. = 0.2-

0.36, p = 0.037 - 1.7e-5), whereas the gene list derived from case vs control analysis was not 

correlated with pearson correlation coefficient of 0.085 and a pvalue = 0.43. Similarly, in 

VISPPh2 analysis, an average of 37.5 genes overlapped among gene sets identified by label 

shuffling. In contrast, 16 genes were found overlapping between Discovery and Extension 

cohorts using the original framework after removing potential FPs. While no significant 

overlaps were observed with the reference gene sets (Table 20), we found that the PubMed 

literature curation analysis showed significant association of overlap genes identified from 

case vs control analysis to AD with a z-score of 4.49. In comparison, overlaps obtained from 

label shuffling had an average z-score of 0.97 and stdev of 0.82. These data suggest that 

overlaps observed between Discovery and Extension cohorts in the original analysis are much 

smaller than expected by label shuffling trials. Despite these large differences in sizes, 

overlaps from the original framework are more related to AD. Further, they tend to rank genes 

independently of their pure connectivity, whereas label shuffling leads to a heavy dependence 

on network information. Overall, these observations demonstrate that during a lack of 

informative mutational data, GeneEMBED will tend to depend heavily on network information, 

identifying genes which are less relevant to AD than genes identified through productive (case 

vs control) mutational data. 

 

Chapter 2.4: DISCUSSION 

AD is the leading cause of dementia worldwide. As its prevalence rises, the need to 

identify therapeutic targets, potential biomarkers, and risk predictive strategies is urgent. 

These tasks are complicated by the fact that although several AD genes have been 

discovered, they only partially account for the role of genetics in the disease [9,10]. Here, we 
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developed GeneEMBED, a new approach to pinpoint genetic risk factors of disease by 

examining the differential perturbation patterns of gene interactions. Though, in this study, we 

analyze AD as proof-of-concept, GeneEMBED is a general approach applicable to many 

complex polygenic diseases.  

When applied to the ADSP cohorts, GeneEMBED identified 143 candidate genes that 

interacted significantly with previously known AD genes (z-score = 2.03 – 6.07), were 

differentially expressed in bulk tissue and single cells of AD cases (p = 0.0247). While testing 

such a large collection of genes in AD-related mouse models is currently not possible, we 

sought to identify experimental links between the GeneEMBED candidates and neuronal 

biology. We validated candidate genes in vivo using two well-characterized Drosophila AD 

models and utilized the MGI database to identify functional links between the GeneEMBED 

genes and neurological phenotypes. These genes were also linked to known AD pathways 

and revealed several novel and potentially druggable targets. These pathways included 

functions related to glial biology, inflammation, protein aggregate clearance, and signaling 

cascades. While inflammation plays a large role in the pathogenesis of AD, our enrichments 

draw attention to the regulation of interferon gamma-induced protein 10 (IP-10) production. In 

AD patients, IP-10 has elevated expression in astrocytes and shows positive correlation 

between CSF levels and cognitive impairment [153]. In AD transgenic mice it co-localizes with 

amyloid plaques [153]. Interestingly, among genes responsible for enrichment in this function, 

three (NDUFA10, GOT2, TLR10) show modulation of an abnormal phenotype in animal 

models (Figure 7) while another four (NDUFA10, NDUFA9, EPHX2, CYP2C9) have approved 

pharmacological activators or inhibitors (Figure 7). Functions related to glial biology 

highlighted glial cell-derived neurotrophic factor (GDNF) receptor (GFRa1) signaling. Studies 

in transgenic AD mice found that overexpression of GDNF induced neuroprotective effects 

and improved learning and memory [132]. Restoration of GDNF effects by introduction of 
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exogenous GFRa1 into cortical AD neurons has been shown to alleviate neuronal death [133]. 

Strikingly, we found that all eight genes (RET, ROR1, GRIN3A, PLEC, GFRA1, BAG3, NQO1, 

BCLAF1) responsible for enrichment in this pathway showed modulation of abnormal 

neurological phenotypes in mice and Drosophila (Figure 7). Of these, RET, GRINA3 and 

NQO1 all have pharmacological activators or inhibitors which are FDA-approved. GRINA3, 

specifically, interacts with acamprosate which has been associated with decreased incidence 

of dementia in population studies and has been seen to alleviate cognitive defects in APP 

transgenic mice [154,155]. Further studies of these gene candidates are needed to 

disentangle their relationship with AD, however, they present interesting and viable targets for 

potential therapeutic research.  

Several GeneEMBED hits represent novel and unsuspected candidates for AD. 

Particularly noteworthy were PLEC and UTRN which, to our knowledge, have not been 

studied in AD. Both genes were repeatedly identified in multiple GeneEMBED analyses, were 

significantly upregulated in bulk tissue AD brains, their modulation causes abnormal 

neurological phenotypes in mouse models [156,157], and they are genetic modifiers of AD-

related phenotypes in Drosophila. PLEC encodes for plectin, a cytoskeletal protein involved 

in intermediate filament networks and interacts with actinomycin and microtubules. Mice 

deficient in PLEC isoform P1c in neurons demonstrate altered pain sensation, reduced 

learning, and long-term memory due to increased accumulation of tau proteins with 

microtubules [156]. Proteomic studies have also associated PLEC with AD pathology 

[158,159]. UTRN encodes for utrophin, another component of the cytoskeletal system. 

Though UTRN is downregulated in CA1 neurons containing neurofibrillary tangles [160], its 

role in the development of tangles is still unclear. The numerous modalities in which UTRN 

and PLEC show associations to AD phenotype warrant deeper and more detailed studies to 

unravel their role in the disease. In a similar vein, we found two additional genes with links to 
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AD worth highlighting (TP53 and POLD1) [161,162] and whose knockdown in Drosophila 

alleviated AD-related phenotypes. Moreover, both of these genes have pre-existing FDA-

approved pharmacological inhibitors. We found four compounds (clofarabine, cytarabine, 

fludarabine, gemcitabine) which inhibit POLD1, and one compound (bortezomib) which 

inhibits TP53. Given the distinct effects of these genes in animal models and their druggability, 

these genes would be priority candidates for further characterization and study in animal 

models.  

GeneEMBED searches for genes that influence disease risk by considering mutational 

perturbations of function in their molecular interaction network. This is in contrast to variant or 

gene-based association methods that treat individual genes or variants as independent and 

isolated risk loci [16,163–166]. To evaluate the functional perturbation of a gene in a disease, 

GeneEMBED integrates two distinct techniques: variant impact estimators and node 

embedding algorithms. (Figure 3A). Variant impact estimators predict the probable effect of 

a coding mutation on protein function based on a variety of data. EA is an untrained approach 

that uses the evolutionary history of sequence variations and phylogenetic divergence to 

predict the impact of a variant. PPh2 evaluates impacts by applying machine learning tools 

on sequence and structure features. These estimates are combined across all variants in a 

gene to predict their total impact on protein function. Node embedding, is a machine learning 

process which seeks to represent the complex topological properties of a node in an easily 

manipulatable form. By weighing the interactions of a gene with the sum of its mutational 

impact and those of its interactors, GeneEMBED uses the perturbed interactions of a gene as 

learning features rather than their singular mutational burden. Combining these features with 

node embedding allows GeneEMBED to estimate the differential perturbation of genes in 

cases versus controls, thereby identifying genes whose disease contribution would not have 

been apparent in single gene analyses. For example, in AD, the single gene approach 
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MAGMA did not identify NQO1 (pMAGMA ~ 0.33) as disease associated despite its links to AD 

[167–170]. However, its differentially perturbed network interactions between cases and 

controls allows GeneEMBED to identify NQO1 with statistical significance (Figure 12). This 

suggests that GeneEMBED identifies genetic processes distinct from those found by standard 

tools and can offer complementary insights into the factors defining complex diseases.  
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Figure 12: (A) Network of NQO1 from the Brain network. Edge color represents the zero-

centered ratio of mutation edge weight in cases versus controls. Edge width represents the 

magnitude of this ratio. Node fill is represented by PCA distance from GeneEMBED on the 

Discovery cohort using EA. The star on NQO1 indicates that this gene was identified with 

FDR < 0.01 in GeneEMBED analysis. (B) shows the same network but with node fill 

corresponding to the -log(pvalue) from MAGMA analysis on the Discovery cohort. Subtle 

network differences allow GeneEMBED to identify NQO1 when mutational data alone 

would not suffice. 
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The integrative framework of GeneEMBED provides other advantages. First, the 

integration of network information allows GeneEMBED to be robust to sample sizes. In our 

analysis of AD, GeneEMBED was able to reliably reproduce findings from the full ADSP 

Discovery cohort with successively smaller subsampled cohort sizes (Figure 10). More than 

that, GeneEMBED was robust to variations between different cohorts, recovering significant 

overlaps (p = 1.86e-16, 4.25e-15) in genes identified in the ADSP Discovery and Extension 

datasets, a challenging task for standard prioritization tools at these sample sizes. 

Nevertheless, in order to optimally account for the various factors leading to inter-cohort 

variability and increase robustness of findings, we recommend readers to validate potential 

candidate gene lists across two or more cohorts. Second, this framework is also flexible in 

that it is compatible with many different variant impact estimators. Here, we used EA due to 

its consistently good performance in blind, objective studies [66,171] and overall utility in 

genomic studies [172,173] in addition to a well-established alternative, PPh2. Despite their 

differences, we found significant overlap in their predictions (p ~ 2.46e-64 - 1.46e-53), 

supporting the compatibility of GeneEMBED with multiple impact estimators. The 

GeneEMBED framework crucially relies on the PS metric which is compatible only with 

estimators that have probabilistic interpretations. While some tools (REVEL, SIFT, MutPred2, 

or VEST) fit this criterion, many do not have such interpretations or may require further 

transformations (e.g. CADD or Eigen).  The flexibility of the GeneEMBED strategy also applies 

to different networks. We found that GeneEMBED consistently identified similar genes across 

the three PPI networks used in this study (p ~ 1.06e-8– 5.78e-28, Figure 6), suggesting that 

usage of any well-constructed and disease relevant network will tend to converge on similar 

findings. While the use of networks is key in the GeneEMBED strategy, it also introduces a 

potential source of error. Even stringently curated networks may be prone to research bias. 

Unbiased networks built with high throughput techniques may provide alternatives. However, 

they tend to be limited in size due to technical constraints, resulting in an insufficient capture 
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of disease relevant interactions (Tables 16-18). In this regard, the GeneEMBED strategy 

showed robustness to the presence of both false positive and false negative edges (Figure 

11). The flexibility of the framework also provides a channel for improvement in predictive 

power. Namely, the edge weighting scheme. While other edge weighting approaches were 

characterized (sup materials, sup tables 13-15), the current framework estimates the 

perturbation of each interaction independently but considers all edges equally important. 

However, biological networks are highly robust to mutations due to pathway redundancies 

[174,175]. Among these, some are dominant while others are auxiliary [176], suggesting that 

different parts of the network have varying levels of importance. This indicates a potential 

limitation and area for improvement in the GeneEMBED framework. Potential approaches to 

address this are to consider alternative methods of node embedding including anisotropic 

diffusion techniques, which will be the focus of future work. 

 

Chapter 2.5: MATERIALS AND METHODS 

Chapter 2.5.1:Whole Exome/Genome Sequencing Data 

Whole exome sequencing (WES) data from 5,169 individuals were downloaded from 

NIH NCBI study ID: phs000572.v8.p459 (ADSP Discovery) and a further 969 whole genome 

sequences (WGS) were downloaded from National Institute on Aging Genetics of Alzheimer’s 

Disease Data Storage Site (NIAGADS) dataset: NG0006760 (ADSP Extension). Samples 

making up the Discovery and Extension cohorts were selected from a set of 24 well 

characterized cohorts from the Alzheimer’s Disease Genetics Consortium. The sample 

phenotypes were coded as 0 or 1 indicating non-AD and AD, respectively in both cohorts. 

Only samples of European/White ancestry were used in the analyses of both cohorts. The 

mean age of AD onset for AD positive Discovery cohort samples was 75.3 years with a 
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standard deviation of 8.3 years, while the mean age of last exam for control samples was 85.5 

years and a standard deviation of 5.1 years. The mean age of AD onset for AD positive 

Extension cohort samples was 75.5 years with a standard deviation of 7.8 years. Healthy 

controls of the Extension cohort had a mean age at last exam of 75 years with a standard 

deviation of 8.3 years. Quality Control and Annotation of WES and WGS Data: Although 

extensive QC procedures were performed on the WES Discovery and WGS extension cohorts 

by the ADSP and GCAD consortia [177], respectively, we generated QC statistics for Ti/Tv, 

number of variants, singletons, and missingness for each sample and HWE, genotyping rate 

(AC/AN) for each variant site across cases and controls. Then, potentially false-positive 

variants sites and outlier samples were removed. HWE (Hardy Weinberg Equilibrium) exact 

test [178] was performed on the control samples of each cohort and the variants with HWE 

violations (HWE p-value < 5E-8) were removed. We also removed the variants that were 

genotyping rate less than 0.95 in either case and control and in combined case and control 

samples. Outlier samples including potentially non-whites were identified based on Ti/Tv, total 

number of variants, singletons, and missingness. To cluster samples with genetic background 

and identify outliers of clusters, we applied Principal Component Analysis (PCA) method. We 

identified potentially related samples by estimating genetic relationships between samples 

with kinship coefficients. We removed outliers that include non-European descendants. To 

annotate consequences of variants, we used the Annovar133. Then, non-synonymous single 

nucleotide variants (SNVs) and small indels, which lead to frames-shift, excluding CNVs (copy 

number variants) were annotated with EA. BCFTOOLS [179], KING [180], and SMARTPCA 

from Eigenstrat package were used for calculating variant and sample statistics, inferring 

relationships, and for estimating sample clusters with PCA [181], respectively. 

Chapter 2.5.2: Variant Scoring Methods 
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Two variant scoring methods were used to describe the mutational impact of variant, 

separately. The first of these two methods are PolyPhen2 (PPh2), which predicts the potential 

impact of an amino-acid substitution on protein function using a machine learning algorithm 

trained on sequence and structural information. Here, PPh2 HDIV raw scores were used. 

PPh2 scores range from 0-1, where increasing value indicates increasing severity of mutation.  

The second scoring method we used was Evolutionary Action (EA), which expresses that the 

genotype-phenotype relationship can be written as 𝑓(𝛾) =  𝜙, where evolutionary fitness 

function (𝑓) maps genotype (𝛾) onto fitness landscape (𝜙). SNVs are considered small 

perturbation in the genome (𝑑𝛾) and cause perturbation in fitness (𝑑𝜙): ∇𝑓 ∙ 𝑑𝛾 =  𝑑𝜙. A 

missense mutation at residue 𝑟𝑗, 𝑑𝛾 ≈ ∆𝑟𝑗, will cause all components of ∇𝑓 to be forced to zero 

except 
𝜕𝑓

𝜕𝑟𝑗
 , and impact equation simplifies to ∆𝜙 ≈  

𝜕𝑓

𝜕𝑟𝑗
∙ ∆𝛾. Evolutionary Trace [72] is used to 

compute 
𝜕𝑓

𝜕𝑟𝑗
, and ∆𝛾 can be approximated with amino acid substitution log-odds ratios. EA 

scores are reported between 0-1 with increasing severity of functional impact, where EA=0 

indicates no effect on protein function and EA=1 indicates loss of function. In the EA scoring 

systems, silent mutations are given a score of EA=0, while frame shift and stop mutations are 

given a score of EA=1.  

Chapter 2.5.3: GeneEMBED 

Chapter 2.5.3.1: Network Construction  

In the bulk of the work presented here, we use three biological networks for protein-

protein interactions including STRING v10 [95], HINT [96], and a brain specific network 

[97,98]. The STRING network defines edges between genes using many forms of evidence 

including curated interactions, experimental interactions, protein homology, co-expression, 

text mining, etc. The HINT network consists of manually and systematically curated edges 

requiring interactions to have been reported at least twice in literature. The brain specific 
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network consists of genes who demonstrate tissue specificity per Human Protein Reference 

database and BRENDA Tissue ontology. Edges in the brain specific network are listed only if 

there is experimental evidence for an interaction. For in-depth construction details, please see 

the appropriate publications. For use in this approach, all edge confidence scores in all 

networks were removed and replaced with a weight of 1, simply indicating an edge exists 

between two genes.  

Networks are first made sample specific by integrating mutational information. First we 

compile the functional effect of a set of variants in an individual into one gene level score 

called a perturbation score (PS), defined as: 𝑃𝑆𝑔𝑒𝑛𝑒  =   1 − ∏ (1 − 𝑉𝐼𝑆)𝑧𝑦𝑔𝑣
𝑖 , where v is the 

number of variants in a gene for the individual, i is the index over those variants and 𝑧𝑦𝑔 ∈

{0,1,2} where 0 denotes wild type, 1 denotes heterozygous, and 2 denotes homozygous for 

variant i, and VIS denotes functional impact of variant (EA or PPh2 score). To construct 

sample specific networks, we calculate edge weights as the sum of the PS of the two 

connected genes: 𝑊𝑒𝑑𝑔𝑒 =  |𝑃𝑆𝑥 +  𝑃𝑆𝑦|. Characterization of alternative edge weighting 

schemes and their corresponding discussions can be found in Tables 13-15. Finally, to 

construct disease and control specific networks, edge weights are averaged over all cases 

and controls separately to build a case specific and control specific mutation weighted 

network. 

 

Chapter 2.5.3.2: Node Embedding Algorithms 

In order to assess network perturbations in genes between cases and controls, we use 

the GraphWave algorithm [44] to generate node embeddings. The GraphWave algorithm has 

advantages over other embedding algorithms in that it provides rigorous mathematical 

guarantees on identifying structure preserving embeddings. GraphWave performs 
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unsupervised node embedding on node structure (i.e. topological patterns of node 

connectivity). Accordingly, the authors provide proof for the equivalency of embeddings 

between two structurally identical nodes a and b, which rests on the assumption that there 

exists a one-to-one mapping between the K-hop neighborhood of the two nodes. We can 

extend this proof to claim that the embeddings of a node from two identical graphs must also 

be equivalent since there will exist a mapping between the node neighborhoods. Thus, when 

comparing disease and healthy graphs wherein the node connectivities are largely 

unchanged, the descriptive features captured by each dimension in the embedding space are 

the same, thus allowing for direct comparisons. The GraphWave algorithm is briefly described 

below.  

Let 𝑉 denote the eigenvectors and 𝜆𝑛 denote the eigenvalues (Λ = 𝑑𝑖𝑎𝑔(𝜆1, 𝜆2, … , 𝜆𝑛)) of the 

graph Laplacian 𝐿 = 𝐷 − 𝐴 = 𝑉Λ𝑉𝑇, where D denotes the degree matrix and A denotes the 

adjacency matrix of the graph. Now consider a low-pass filter kernel 𝑔𝑠 = 𝑒−𝜆𝑠, where s is 

some scaling factor, we may define spectral graph wavelets by modulating the graph 

Laplacian by kernel 𝑔𝑠:  

Ψ𝑎 = 𝑉Λ(𝑔𝑠(𝜆1), … , 𝑔𝑠(𝜆𝑛))𝑉𝑇𝛿𝑎  (16) 

Where 𝛿𝑎 is a Dirac signal about node a, Ψ𝑎 is an n-dimensional vector representation of the 

spectral graph wavelet of node a, and s is a scaling factor corresponding to the radius of the 

neighborhood around node a. GraphWave samples over a set of 𝑠𝑗 𝑓𝑜𝑟 𝑠𝑗 ∈ {𝑠𝑚𝑖𝑛, 𝑠𝑚𝑎𝑥} where 

𝑠𝑚𝑖𝑛, 𝑎𝑛𝑑 𝑠𝑚𝑎𝑥 are automatically calculated.  

We can recover coefficients of the graph spectral wavelet Ψ𝑎 corresponding to a neighbor 

node m by: 

Ψ𝑚𝑎 = ∑ 𝑔𝑠(𝜆𝑖)𝑉𝑚𝑖𝑉𝑎𝑖

𝑁

𝑖=1

 (17) 
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Where Ψ𝑚𝑎 represents the signal received by node a from a neighbor node m, and 𝑉𝑚𝑖, 𝑉𝑎𝑖 

denote the i-th value of the eigenvectors of m and a. Similarities in node characteristics are 

carried in Ψ𝑚𝑎 coefficients. GraphWave proposes to use the Ψ𝑚𝑎 coefficients as components 

of a characteristic function, which, when sampled at d evenly spaced points, allows a 2-d 

representation of Ψ𝑎: 

𝜙𝑎(𝑡𝑗) =
1

𝑁
∑ 𝑒𝑖𝑡Ψma

𝑁

𝑚=1

 (18) 

Where 𝑡𝑗 comes from the set of d evenly spaced points ({𝑡1, 𝑡2, … , 𝑡𝑑}), and i is the imaginary 

unit (𝑖 = √−1). The final embedding of the node is then collected as: 

Χ𝑎 = [𝑅𝑒 (𝜙𝑎(𝑡𝑗)) , 𝐼𝑚 (𝜙𝑎(𝑡𝑗))]
𝑡1,..𝑡𝑑

 (19) 

 

Chapter 2.5.3.3: Gene Identification 

In order to find genes with differentially perturbed network characteristics between 

case and control, GraphWave is applied to both networks. Each gene will now have two 

embeddings, one corresponding to the case network and another from the control network. 

The GeneEMBED hypothesis supposes that genes contributing to disease will have 

significantly differing case and control embeddings. To prioritize genes accordingly, we 

perform principal component analysis (PCA) on the node embeddings and measure distances 

between case and control embeddings in the PCA space. The role of PCA in the methodology 

is to aid in denoising the full dimensional embeddings retrieved by GraphWave. The full 

dimensional embeddings produced by the algorithm can encompass signals ranging from 

immediate neighborhoods to the complete graph. As a result, the full dimensional embedding 

of a node will be influenced by any change in the edge weight anywhere in the graph. In order 

to remove some of these noisy influences, we perform a PCA on the full dimensional 
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embeddings and use the first principal component to measure distances as this component 

recovers between 78-92% of the variability explained. Characterization of performance 

between distances computed on full dimensional embedding against distances measured on 

PCA is shown in Table 13-15. By defining distances as the square root of the L2-norm of each 

gene measured between case and control, we are able to reconstruct a gaussian-like 

distribution from the positive and negative values. We then compute z-scores and their 

corresponding p-values for each distance value relative to the full distribution. Then, we 

perform false discovery rate (FDR) corrections on the p-values using the Benjamini-Hochberg 

method and genes corresponding to distance values passing FDR < 0.01 are selected as pre-

candidate genes. Lastly, the full GeneEMBED process is performed on healthy controls vs 

healthy controls (details of healthy control selection are discussed below). Genes passing 

FDR < 0.01 threshold in this control vs control analysis are removed from the list of pre-

candidate genes. This is done to filter potential sources of variation which may not be disease 

specific (false positives, sup materials). The final set of genes passing FDR < 0.01 threshold 

and not removed by control vs control analysis are considered candidate genes.  

Chapter 2.5.3.4: Computational efficiency/requirements.  

GeneEMBED offers an analytical framework to appraise all coding genes in the human 

genome with respect to their attributes in a molecular network. Accordingly, this can be 

computationally demanding depending on the size of the network being used. In this study we 

used three different PPI networks, a brain specific network, HINT, and STRING. After 

annotation and preprocessing of exomic variant calling file (VCF), the computational time 

required for the brain network consisting of 3.2k nodes and 48k edges was 649 seconds (10.8 

minutes). Similarly, for the HINT network consisting of 12.6k nodes and 146k edges, the 

computational time from annotation of networks with mutational information to identification of 

candidate genes was 3058 seconds (51 minutes). Lastly, for the STRING network consisting 
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of 15k nodes and 1.9m edges, the computational time was 6.2 hours. All network analyses 

were performed on a server with specifications of Intel Xeon Gold 5222 CPU at 3.8GHz with 

8 cores and 348gb RAM.  

Chapter 2.5.4: Downsampling analyses 

To assess sensitivity to cohort size, GeneEMBED was applied to randomly selected 

sub-cohorts of the ADSP Discovery data set. Sub-cohort sizes were: 80% (4135 samples), 

60% (3101), 40% (2068), 20%(1079), 10% (517), 5% (258), 1% (52). Variability of 

GeneEMBED predictions over decreasing sample sizes was assessed by calculating recall 

(sensitivity) and precision (positive predictive value) relative to candidate genes identified in 

the full Discovery cohort. To characterize dependency of GeneEMBED on network information 

as mutational data decreased, we calculated Pearson correlation between PCA-distances and 

degree, betweenness, and eigen centralities. Experiments were done using STRING network 

and both EA and PPh2 scores. 

Chapter 2.5.5: Negative control experiment 

To analyze the predictions made by GeneEMBED in the absence of meaningful 

mutational data, we applied it to healthy controls. Healthy samples were defined to be 

individuals, from the ADSP Discovery cohort, who were homozygous for the APOEε3 variant, 

and had low BRAAK staging (1 or 2). This filtering resulted in 725 control samples which were 

randomly split into two groups. GeneEMBED was applied to the two groups and Pearson 

correlation between PA-distances and degree, betweenness, and eigen centralities were 

measured for STRING and brain specific networks.  

Chapter 2.5.6: MAGMA analyses 

We used MAGMA as a methodological control. MAGMA analysis performed on the 

same vcf files. The variants were annotated with each corresponding NCBI reference genes 
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of GRCh37 or 38. Next, we calculated each gene’s p-values based on the snp-wise Mean 

model with a ‘--burden flag’ to avoid deteriorating power of extreme rare alleles and the allele 

frequency threshold ‘0.1’. A threshold of p < 0.001 was used because the FDR thresholds 

resulted in too few genes for meaningful comparison to GeneEMBED. 

Chapter 2.5.7: Recall of known AD genes 

To test whether our approach could recover known genes related to AD we assessed 

direct overlaps. five gene sets were used to define known AD related genes: Comparative 

Toxicogenomic Database (CTD)  gene set of 103 AD related genes [120], a set of 25 genes 

identified by meta-analysis of large scale GWAS of diagnosed AD (GWAS Meta 1) [78], a set 

of 38 genes identified by another meta-analysis of AD GWAS studies (GWAS Meta 2) [79], a 

set of 208 genes with associations to AD from DisGeNET (DGN) [119], and a set of 21 genes 

acquired from the ClinVar database [127].  Significance of direct overlaps was assessed with 

hypergeometric tests between sets of known AD genes and candidate gene sets, separately.  

Chapter 2.5.8: Network Analyses 

nDiffusion [131] was applied to measure how well GeneEMBED candidates were 

connected to known AD genes (defined above). nDiffusion relies on graph information 

diffusion methods [128–130] wherein signals are propagated from genes of interest to all 

genes in a network through their connections. Genes that receive more signal are more 

connected to genes of interest. Therefore, if known AD genes receive more diffusion signal 

from GeneEMBED candidates than other genes in the network, they are more connected. 

nDiffusion also selects random sets of genes with similar degrees of connectivity as genes of 

interest to produce a background distribution. Two sets of genes are then deemed significantly 

connected if their area under receiver operating characteristic (AUROC) is > 0.5 and has a z-
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score (relative to random) > 2. The nDiffusion webtool was used to perform these analyses 

with the preset default settings. 

Chapter 2.5.9: RNA sequencing Analysis  

In order to assess whether expression changes of GeneEMBED candidates in AD 

brain tissue, we used the AMPAD data sets. Significant differentially expression (DE) was 

defined, per brain region, as genes which had log2(fold-change) > 0.263 or log2(fold-change) 

< 0.263 and FDR < 0.05. This thresholding provided 1880 DE genes for cerebellum (CBE), 

2952 genes for temporal cortex (TCX), 56 genes for frontal pole (FP), 73 genes for inferior 

frontal gyrus (IFG), 1579 genes for parahippocampal gyrus (PHG), 271 genes for superior 

temporal gyrus (STG), and 161 genes for dorsolateral prefrontal cortex (DLPRC). AD case 

versus non-AD control differential expression analysis results from all brain regions listed 

above are available online (https://doi.org/10.7303/syn9702085). To assess whether 

GeneEMBED candidates were enriched for DE genes, we performed hypergeometric tests 

per brain region. These hypergeometric tests were limited only to the set of genes which were 

present in both the RNA-sequencing data from AMP-AD cohort and the WES data from the 

ADSP Discovery and Extension cohorts (i.e. only genes sequenced in both data sets were 

used). We performed these tests over all seven brain regions to identify region specific 

enrichments. Next, to determine statistical significance of having enrichment in n out of seven 

brain regions, we repeated the above analysis 1000x with randomly selected gene sets of 

similar size as candidate gene set. P-values were calculated for the observed number of 

enriched regions in candidate gene set relative to the distribution observed from random gene 

sets. This analysis was repeated for all GeneEMBED candidate gene sets, GWAS Meta 1 

gene set, and GWAS Meta 2, gene set.  

Chapter 2.5.10: Pathway Enrichment Analysis 
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Protein-protein interaction network of high confidence GeneEMBED candidates was 

built with the Homo sapiens STRING v11[182] using the combined score of all evidence types 

at a threshold of 0.400. HiDef-Louvain algorithm tool in the Community Detection extension 

algorithm of Cytoscape was used for clustering followed by functional enrichment analysis of 

each of the 21 main clusters. Gene set enrichment analysis was performed using the iQuery, 

EnrichR and Gprofiler Community detection interphases. Network was represented using 

Cytoscape v3.8.2 [183].  

Chapter 2.5.11: Mouse Phenotype Analysis 

To assess the relationship between high-confidence GeneEMBED genes and mouse 

phenotypes, we downloaded the files VOC_Mammalian_Phenotype.rpt and 

HMD_HumanPhenotype.rpt from the Mouse Genome Informatics (MGI) database 

(downloaded Nov. 2021). Within the downloadable database, we queried our full set of 143 

genes and found that only 139 were documented in the database. These 139 genes mapped 

to 182 mouse homologs/orthologs. We then tallied the number of mouse genes in our 

candidate set which had annotations for the high level mammalian phenotype of ‘Nervous 

system phenotype’. We then tallied the total number of mouse genes in the downloadable 

database which had the same high level mammalian phenotype annotation. We then 

performed a Fisher’s Exact Test to determine the statistical significance of our observations. 

Additionally, we repeated this analysis for high level mammalian phenotype categories of (i) 

‘Behavioral/Neurological phenotype’ and (ii) ‘Nervous system phenotype’ AND 

‘Behavioral/Neurological phenotype’.   

Chapter 2.5.12: Drug interaction Analysis 

To assess whether any of our high confidence candidate genes were potential 

therapeutic targets, we used the Drug-Gene Interaction database (DGIdb) [184]. The set of 

high-confidence candidate genes were input into the ‘Search Drug-Gene interactions’ webtool 
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on the DGIdb website. We applied preset filters of ‘Approved’ indicating FDA-approved drugs 

only. We then filtered the subsequent list of drug-gene interactions for those which were 

annotated as having a directional (inhibiting or activating) effect. The resulting genes were 

then queried through PubMed database for co-mentions with ‘Alzheimer’ in abstracts.  

 

Chapter 2.5.13: Drosophila strains and neuronal dysfunction assay 

Genetics and strains: Drosophila lines carrying UAS-Tau, and UAS−Aos:β42 have 

been previously described [185,186] and are available from the Bloomington Drosophila Stock 

Center (BDSC, University of Indiana). For post mitotic pan-neuronal expression we used the 

elav-GAL4(C155) driver from BDSC. The alleles tested as potential modifiers targeting the 

Drosophila homologs of GeneEMBED candidate genes were obtained from the BDSC. 

Homologs were identified using BLAST and also the DRSC Integrative Ortholog Prediction 

Tool (Diopt score) [187,188](Table 12). For the neuronal dysfunction tests, we used a highly 

automated behavioral (motor performance) assay based on the Drosophila startle-induced 

negative geotaxis response as previously described [188,189]. To assess motor performance 

of fruit flies as a function of age, we used 10 age-matched virgin females per replica per 

genotype. Four replicates were used per genotype. Flies are collected in a 24-hour period and 

transferred into a new vial containing 300μl of semi defined media (20g yeast, 20g Tryptone, 

30g sucrose, 60g Glucose, 0.5g MgSO4^7H2O, 0.5g CaCl2^2H2O, 80g Inactive Yeast, 1L 

H2O) every day. Using an automated platform that uses a mechanized arm and clamp 

(https://nri.texaschildrens.org/core-facilities/high-throughput-behavioral-screening-core), the 

animals are tapped to the bottom of a plastic vials to trigger their negative geotactic response 

(climbing response) and are recorded for 7.5 seconds as they climb on the walls of transparent 

plastic vials. Videos are analyzed using custom software (code available for download on ref 

[188]) that assigns movement trajectories to each individual animal, assesses their speed 
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(mm/s) and returns an average per replicate per trial. Three trials per replicate are performed 

each day shown, and four replicates per genotype are used. A mixed effect model analysis of 

variance using spline regressions was run on Rstudio, using each four replicates to establish 

statistical significance across genotypes [189]. Human genes POLD1 and ANLN were 

identified as modifiers in a separate manuscript currently under revision and were not directly 

tested here. All shown modifier alleles had a significant effect (p<0.01) compared to the 

disease controls. 
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Chapter 3: Thermodynamics inform mutational intolerance 

Chapter 3.1: Introduction 

 Understanding the complex relationship between genotypic changes and how they 

map into phenotypic fitness is arguably the biggest roadblock in our understanding of the 

evolutionary process [190]. Uncovering such relationships between sequence variations in 

DNA or proteins and their molecular function would have broad impacts in disease diagnosis, 

therapeutic development, and even personalized medicine. Predictably, considerable efforts 

have gone into analyzing these genotype-phenotype maps and have resulted in key 

realizations that the maps themselves are a source of anisotropic variation which biases the 

direction of evolution, not always in the most beneficial way [190,191]. Interestingly, in the 

context of a so-called “weak mutational regime”, many, starting with Iwasa in 1988 [192], have 

demonstrated exact analogies between evolutionary dynamics in equilibrium and statistical 

mechanics [193–195]. These analogies are driven by the definition of a “free fitness”, an 

evolutionary counterpart to free energy in statistical mechanics. While many other functions 

and principles of statistical mechanics can be easily derived through this “free fitness” 

analogue, directly estimating “free fitness” is nontrivial. For this, we turn our attention to the 

theory of Evolutionary Action (EA) [69].  

As species experience genetic drift and undergo adaptation, then their genotypes 𝛾 

and phenotypes 𝜑 will vary. The variation of 𝛾 and 𝜑, however, will be coupled to one another 

through an evolutionary fitness function f : 𝑓(𝛾) = 𝜑. Proposing that f exists and is 

differentiable, EA theory suggests that small perturbations to genotype 𝑑𝛾, corresponding to 

missense mutations, will induce variations in global phenotype fitness 𝑑𝜑 given by: 

∇𝑓 ∙ 𝑑𝛾 =  𝑑𝜑 (20) 
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where ∇ denotes the gradient operator and ∙ denotes the scalar product. Critically, we note 

that, as a result of its multivariate nature, the function f maps a genomic sequence variation 

𝑑𝛾 to fitness variation 𝑑𝜑 though two levels: first the change in function of a gene induced by 

sequence variation 𝑑𝛾 at position 𝑖 along the gene, and second the change in global fitness 

due to change in gene function: 

𝜕𝑓

𝜕𝛤𝑔,∀𝑔∈𝔾

𝜕𝛤𝑔

𝜕𝛾𝑖,∀𝑖∈𝛤𝑔

𝑑𝛾𝑖 =  𝑑𝜑 (21) 

where the partial derivative 
𝜕𝑓

𝜕Γg
 denotes the sensitivity of the fitness function to changes in 

function Γ of gene g for all genes in genome 𝔾, and the partial derivative 
𝜕Γ𝑔

𝜕𝛾𝑖
 denotes the 

sensitivity of the function Γ of gene g to sequence variation 𝑑𝛾 at position 𝑖 along the gene. 

Here, EA proposes that the sensitivity of the fitness function f is equal across all genes, 
𝜕𝑓

𝜕Γg
=

1 ∀𝑔 ∈ 𝔾, and claim, to first order, the evolutionary gradient lies in 
𝜕Γ𝑔

𝜕𝛾𝑖
. EA is then defined as 

the change in phenotype induced by a small change in genotype:  

𝐸𝐴 ≜  𝑑𝜑 ≈
𝜕Γ𝑔

𝜕𝛾𝑖
∙ 𝑑𝛾𝑖 (22) 

For details on the analytical calculation of EA, we refer the readers to the original publication 

[69]. 

Interestingly, we note that this expression is akin to that of work both conceptually and 

in mathematical form. Work is the energy transferred to an object through the application of a 

force along a displacement. More specifically, in the absence of changes to velocity or 

rotation, when an object is displaced in a conservative force field, work is equal to the minus 

change in potential energy. This work expression can be rewritten as 𝑑𝑊 =
𝑑𝑈

𝑑𝑥
𝑑𝑥 in the one-

dimensional case. While the mathematical similarity between this equation and equation (22) 
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is apparent, the conceptual similarities are much more striking. Just as dW is dependent on 

dx, a small displacement in physical space, EA (𝑑𝜑), is dependent on a small displacement 

in genotype space 𝑑𝛾𝑖 along dimension 𝑖. Similarly, just as 
𝑑𝑈

𝑑𝑥
 informs about the change in 

potential due to change in physical space, 
𝜕Γ𝑔

𝜕𝛾𝑖
 dictates the change in fitness potential of gene 

g in response to displacement in genotype space. Taken together, we propose these 

similarities motivate a reinterpretation of EA as an analog of energy in genotype space. 

Furthermore, we suggest that if EA can be taken as an energy of mutations (sequence 

variations), then large systems of mutations must obey the basic tenants of thermodynamics.  

Chapter 3.2: Results 

 Chapter 3.2.1: Energetics of Coding Mutations 

 In order to assess the proposition equating EA with energy in genome space, we begin 

by asking whether the distribution of EA in biological systems are Boltzmann in nature, thereby 

maximizing entropy. We applied the EA calculation to all coding missense variants in the UK 

Biobank (UKB) [196–198] whole exome sequencing (WES) cohort of 200,000 human 

individuals. After defining each missense variant to represent a ‘particle’ or ‘bit’ of information, 

we found that the distribution of EAs for all variants in the UKB closely followed a Boltzmann 

with R2 = 0.95 (Figure 13A). Next, to check robustness of this finding across the evolutionary 

tree, we repeated the experiment using a close relative, rhesus macaques, and a much more 

distant branch, E. Coli. We calculated EAs for all coding missense variants from a whole 

genome sequencing (WGS) cohort of 850 Indian-origin rhesus macaques [199] and WGS 

cohort of 255 environmental E. Coli strains from the European Nucleotides Archive [200]. 

Similar to humans, we observed that the distribution of EAs for coding variants closely 

followed a Boltzmann distribution in both macaques and E. Coli, with R2 = 0.96 and 0.97, 

respectively (Figure 13A). We further assessed these entropy maximizing properties of EA 
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distributions by restricting variants to only those observed within a given individual of a 

species. Across the 200,000 individuals of the UKB, we found consistently Boltzmann-like 

distributions of EA with R2 ranging from 0.94 – 0.98 and mean R2 =  0.967 (Figure 13B). 

Similarly, in the 855 individual macaques we found EA distributions were consistently 

Boltzmann with an R2 range of 0.965 – 0.99 and a mean R2 = 0.984 (Figure 13B). Taken 

together, these data suggest that the statistical mechanical properties of coding variants are 

universal, permeating all levels of the evolutionary tree. Moreover, these data suggest that 

regardless of the differences in mutational profile of coding variants between individuals, the 

overall mutational ensemble is similar. The robustness of these findings across different 

species further highlights the ubiquitous influence of statistical thermodynamics in biology.   

 Next, in order to further assess the compliance of EA theory with statistical mechanics, 

we ask whether the total energy, EA, of individuals in a species is approximately equal. If we 

consider variants to be equivalent to ‘particles’ or ‘bits’ of information, then we can suppose 

that individuals are simply an ensemble of distinguishable distributions of particles with 

energies, i.e. microstates. Accordingly, all microstates of a given macrostate must have the 

same energy. To obtain a total EA for an individual, we simply measured sum of the EAs of 

each variant seen in the individual. After plotting the distribution of the sum of EAs for all 

samples in the UKB cohort, we found that the total variant-wide EAs were constrained to a 

narrow interval with coefficient of variation (CV) = 0.0128 (Figure 13C). Strikingly, we 

observed similar patterns of CV = 0.096 when plotting the distribution of total variant-wide EAs 

among individuals of the macaque cohort (Figure 13C). These data demonstrate the 

adherence of genetics to another principle of thermodynamics, further cementing the 

governance of biology by statistical mechanics.  
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Figure 13: EA obeys thermodynamic expectations. (A) EA distributions of variants 

across Human, Macaque, and E. Coli populations follow Boltzmann distribution. (B) 

Individuals from the Human and Macaque population also follow Boltzmann 

distributions with high R2 of fit. (C) Distribution of total energies across all variants per 

individual shows that energies of individuals are narrowly distributed in Humans and 

Macaques. 
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 While the observations above suggest compliance of biological systems to statistical 

mechanical predictions, these have been primarily under normal, wild-type phenotypes. In 

order to characterize the properties of ensembles of mutations in non-wild-type settings, we 

turn to somatic mutations in cancer. Cancers are considered to evolve by accruing large 

numbers of mutations [201]. Large selective pressures from the host, such as immune 

response, can help drive tumorigenic mutations [202]. As a result, the distribution of variants 

and their EAs may break away from the tendencies expected from thermodynamics. To 

investigate this, we gathered data of EAs calculated for all coding mutations from 9073 patient 

cancer genomes across 33 cancer types from The Cancer Genome Atlas (TCGA) database 

[203–206]. We then plotted the distribution of all somatic coding variants for four well-

established tumor suppressor genes: TP53, PTEN, NOTCH1, and CDKN2A. We found that 

the distribution of variant EAs in these genes diverged from the expected Boltzmann 

distribution (Figure 14A). To further investigate this observation in other biological systems, 

we examined coding mutations developed by E. Coli populations under the selective pressure 

of antibiotic treatment from colistin [207]. We gathered EAs of all coding variants for ten well-

established colistin antibiotic resistance driver genes [208]: basS, basR, asmA, ispB, lpxD, 

lapB, waaQ, ybjX, ynjC, and osmE. We found that mutations acquired by E. Coli strains under 

the influence of selective pressure from colistin treatment broke away from the expected 

Boltzman distribution, tending to have higher EAs (Figure 14B). Conversely, when the coding 

variants of the same ten genes were gathered in E. Coli strains which were not exposed to 

colistin, we found an adherence to Boltzmann distribution (Figure 14B). These data confirm 

our expectation that traits under strong selection are no longer at a steady-state and therefore 

will not adhere to the Boltzmann distribution. Overall, suggesting that understanding 

mechanisms of statistical mechanics can be usefully leveraged to identify genes related to 

specific non-wildtype phenotypes, including disease states.   
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Figure 14: Strong selective pressure induces non-Boltzmann statistics. (A) 

Distribution of EA scores over well-known cancer driver genes (left) and 

olfactory receptor genes (right) in somatic sequencing from TCGA. (B) 

Distribution of EA scores for antibiotic resistance driver genes in E.Coli under 

selective pressures (left) and under no selection pressure (right).  
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 Chapter 3.2.2: Equipartition Theorem Informs Mutational Intolerance 

 In classical statistical mechanics, the theorem of equipartition states that, if in thermal 

equilibrium, the energy of a system should be distributed equally among all degrees of 

freedom. To recast this theorem for biological systems, we first propose that, in the view of 

coding variants, we may consider independent genes to be degrees of freedom through which 

populations navigate a fitness landscape. Accordingly, we can extend equipartition to suggest 

that sum total EA (energy) of all variants in a population (system) should be distributed equally 

among all genes (degrees of freedom). Interestingly, after computing the sum of all coding 

variant EAs for each gene across the full population of the UKB, we found that instead of 

collapsing to one total EA value, genes showed a wide distribution of total EAs. This, however, 

is not unexpected as our estimation of EA is incomplete as we had considered all genes to 

contribute equally to phenotypic fitness. As a result, we propose to force populations into 

equipartition by introducing a new term describing the mutational intolerance or mutational 

inertia of a gene using the following framework. Let 𝐸𝑇 denote the sum total EA of all coding 

variants in a given population and 𝐺 denote the number of independent genes in the species’ 

genome 𝔾. The expected EA of any gene 𝑔 according to equipartition is given by the constant 

𝐸𝐺 =
𝐸𝑇

𝐺
.  The observed EA of a gene 𝑔 in the population is given by 

𝜖𝑔 = ∑ 𝐸𝐴𝑖𝑖 ∀𝑖∈𝑉𝑔
 (23)  

where 𝑉𝑔 is the set of all variants observed in 𝑔. We then equate the expected EA to the 

observed EA through an intermediary factor: 

𝐸𝐺 = 𝜇𝑔 ∙ 𝜖𝑔 (24) 

where 𝜇𝑔 is a gene specific coefficient which enforces equipartition. Further examining 

equation (24), we observe that if 𝜇𝑔 > 1, 𝑔 is observed to have less mutational energy than 
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expected. Similarly, if 𝜇𝑔 < 1, 𝑔 is more mutable than expected. Together, these observations 

suggest that 𝜇𝑔 is a quantification of a gene’s relative intolerance, or resistance, to mutation. 

 Chapter 3.2.3: Biological Relevance of Mutational Intolerance 

 In order to test this hypothesis, we applied the above framework to estimate 𝜇 for every 

gene in the genomes of three species including humans, macaques, and E. Coli looking 

specifically at rare variants. Across the three species, we observed that most 𝜇 scores were 

close to zero with small tail of high 𝜇 values (Figure 15A, B, C). This suggests a ubiquitous 

property across species wherein relatively few genes are intolerant to mutations while most 

have some level of robustness to mutation. Moreover, this suggests that statistical mechanics 

can offer a universal quantification of the empirical observation that the arrival of mutations in 

evolution is not random. Next, in order to assess whether 𝜇 scores agreed with observations 

from previous studies that essential genes are more connected in the protein-protein 

interaction (PPI) network [209–211], we correlated the 𝜇 scores with network connectivity. 

First, we ranked all human genes by decreasing 𝜇 and split them into 100 bins, so that bins 

were ordered relative to their constituent genes. For example, the first bin contains the top 1% 

of ranked genes and the last bin contains the bottom 1% of ranked genes. We generated a 

human PPI network by querying the STRING database [182] and calculated the average 

degree and eigenvector centrality of each bin. Interestingly, we found strong monotonically 

decreasing relationships between 𝜇 ranking and both measures of network connectivity (pdegree 

= 5.4e-56, peigen = 1.1e-56) (Figure 15D). This finding was further replicated in macaques and 

E. Coli (Figure 15E, F) (p = 4.1e-48 - 1.9e-15). These data are consistent with previous 

studies [210,211], showing that genes which are intolerant to mutations are more connected 

and influential in biological networks than genes which are tolerant to mutations. This suggests 

that genes with high 𝜇 are ubiquitously and intimately involved in core processes fundamental 

to human, macaque, and E. Coli biology.  
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Figure 15: Properties of 𝜇 distribution. Distribution of 𝜇 scores for (A) Human, (B) 

Macaque, and (C) E. Coli populations. Ordered and binned plot of average degree 

or eigen centrality vs 𝜇 ranking (from highest to lowest) for (D) Human, (E) 

Macaque, and (F) E. Coli populations.  
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 In order to evaluate this hypothesis, we performed functional enrichment analyses on 

highly mutationally intolerant genes. We constructed a PPI network using STRING with the 

top 1% of human genes ranked by 𝜇, corresponding to a threshold of 𝜇 > 6.25 (Figure 16). 

Interestingly, we found significant PPI enrichment (p < 1e-16) in this network. After clustering 

by Markov Clustering algorithm (inflation = 2), we found significant enrichment (FDR < 0.05) 

in processes including: (1) alternative splicing (spliceosome, regulation of mRNA splicing) 

which, given that up to 95% of human multi-exomic genes undergo alternative splicing, is 

central to human biology [212,213]; (2) cell division (oocyte meiosis, mitotic cell cycle 

processes), and (3) proteosome (ubiquitin mediated proteolysis, regulation of protein catabolic 

processes) [210,213]. These enriched pathways are all highly conserved across species, 

some tracing back as far as the last common ancestor of the eukaryotes [214–217]. Next, we 

repeated this procedure for the top 1% of macaque genes by 𝜇, we found significant 

enrichment (FDR < 0.05) in pathways involving: (1) translation, (2) spliceosome (mRNA 

splicing, spliceosome complex), and (3) proteosome (complex and regulation) (Figure 17). 

Similarly, for the top 1% of E. Coli genes ranked by 𝜇 and found significant (p < 1e-16) PPI 

enrichment (Figure 18). We also found significant enrichment (FDR < 0.05) in processes 

involving: (1) translation (ribosomal assembly, translational fidelity, peptide biosynthesis) and 

(2) energy metabolism (glycolysis, gluconeogenesis), both of which are highly pervasive and 

essential throughout the tree of life [218–221]. These data show that, across various branches 

of the evolutionary tree, genes with high 𝜇 tend to form functional groups involved in various 

core biological processes and are often essential for life. The apparent fundamentality of high 

𝜇 genes suggest that they may be highly conserved and influence fitness if mutationally 

perturbed.  
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Figure 16: Network of top 1% of Human genes ranked by 𝜇. Blue 

nodes indicate pathway enrichments and blue dashed edges 

indicate genes involved in the pathway 
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Figure 17: Network of top 1% of Macaque genes ranked by 𝜇. Blue nodes 

indicate pathway enrichments and blue dashed edges indicate genes 

involved in the pathway 
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Figure 18: Network of top 1% of E.Coli genes ranked by 𝜇. Blue nodes 

indicate pathway enrichments and blue dashed edges indicate genes 

involved in the pathway 
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 In order to test this hypothesis, we asked whether 𝜇 could segregate genes that are 

known to cause Mendelian diseases in humans from those which do not cause disease. We 

curated the Online Mendelian Inheritance in Man (OMIM) database for haploinsufficient, 

autosomal dominant, and autosomal recessive disease-causing genes [222,223]. Any gene 

in the human genome that was not curated by OMIM, was defined as non-disease related 

(non-OMIM). We found that haploinsufficient Mendelian disease genes had significantly 

higher 𝜇 scores than non-OMIM genes (Mann-Whitney u-test p = 9.685e-24) (Figure 19A). 

We also found that 𝜇 scores were able to recover autosomal dominant genes with AUROC = 

0.XXX. We repeated these experiments using Mendelian disease-causing genes taken from 

the independent ClinGen database and found that autosomal dominant genes had 

significantly higher 𝜇 scores than non-disease genes (Mann-Whitney u-test p = 3.141e-29) 

(Figure 19B). Next, to extend these observations to E. Coli, we compiled a set of 189 

‘essential’ genes from the intersection of three independent analyses of gene essentiality in 

E. Coli [224–227]. All remaining genes in the E. Coli genome were considered non-essential. 

We found that essential genes had significantly higher (Mann-Whitney u-test p = 7.393e-23) 

𝜇 scores compared to non-essential genes (Figure 19C). Moreover, we found that 𝜇 scores 

were able to differentiate between conditionally essential (genes which are essential for 

growth under particular conditions) [228] and non-essential genes with AUROC = 0.734. A 

similar segregation was observed between auxotrophic and non-essential genes, AUROC = 

0.66 (Figure 19D). Together, these data highlight that genes with high 𝜇 tend to characterize 

genes which are essential or liable to induce disease if mutated. 
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Figure 19: Distribution of 𝜇 in essential or disease genes is higher than non-essential 

genes. (A) distribution of 𝜇 scores in OMIM haploinsufficient genes vs non-OMIM. (B) 

Distribution of 𝜇 scores in ClinGen autosomal dominant genes vs non-ClinGen genes. 

(C) Distribution of 𝜇 scores in E. Coli essential genes vs non-essential genes. (D) 

AUROC of E. Coli conditionally essential, and auxotrophes.  
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Next, in order to directly and systematically assess the relationship between 𝜇 and the 

contribution of a gene to overall organismal fitness, we used a set of comprehensive genetic 

screens in E. Coli. Specifically, we downloaded the Rousset et al [229] high-throughput data 

set of gene repression via CRISPRi, wherein ~3,400 nearly ubiquitous genes in the E. Coli 

genome were systematically “knocked-down”. Fitness of the resulting gene repression was 

measured via the portion change in sgRNA (log2FC) after direct competition. Notably, 𝜇 

calculations were made on a distinct and independent dataset from the Rousset et al dataset. 

Strikingly, we found significant correlation (R2 = 0.722, p = 4.63e-29) in the course-grain 

comparison of average 𝜇 versus average log2FC per percentile (Figure 20). These data 

demonstrate the power and ability of statistical mechanics to accurately and quantitatively 

characterize a gene’s influence in the core biology of a species.  

 

 

 

 

  

Figure 20: Correlation between binned average 𝜇 and average log2FC of sgRNA in 

genome-wide CRISPRi data of E. Coli. (Left) is 𝜇 calculated with EA while (Right) is 

𝜇 calculated without EA 
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Despite the observation that genes with low 𝜇 seem to have low impact on overall 

fitness of the organism when depleted, the high degree of mutational tolerance among these 

genes may suggest a role in adaptive responses. To test this in humans, we constructed a 

PPI network using STRING with the bottom 1% of genes ranked by 𝜇, corresponding to a 

threshold of 𝜇 < 0.32. Here, we found significant PPI enrichment (p = 2.42e-5), suggesting 

bottom ranking genes are not randomly assorted (Figure 21).  Following the same procedure 

as above, we found significant enrichment (fdr < 0.05) in pathways related to drug metabolism, 

primarily driven by a collection of CYP and UGT family genes which are known to be highly 

polymorphic and main contributors to variation in inter-individual drug response [230,231]. We 

also found enrichment in immune related processes involving a variety of HLA genes. The 

HLA system is one of the most polymorphic in the human genome [232]. Indeed, mutations in 

these systems are widespread and potentially result from evolutionary adaptation [233]. 

Furthermore, we found that olfactory pathway genes, which are known to be highly mutable 

and evolutionarily useful in adapting to niche environments [75,210,213,234,235], were 

systematically downranked by 𝜇 across the whole genome (Figure 21). 
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Figure 21: Network of bottom 1% of Human genes ranked by 𝜇. (Top) Shows network 

of low ranking human genes. (Bottom) shows a plot of % recovery of olfactory genes 

vs percentile of their ranking  
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To further validate these observations across species, we investigated the bottom 1% 

of genes ranked by 𝜇 in macaques, we found significant PPI enrichment of p = 5.56e-5. 

Significant enrichment (fdr < 0.05) (Figure 22) was found in immune related pathways 

including antigen processing, innate immune response, and MHC class I and II complexes. 

Much like in humans,  macaques have wide genetic diversity in immune related genes 

[236,237]. Similarly in E. Coli, corresponding to a threshold of 𝜇 < 0.22. We found a significant 

PPI enrichment of p = 2.54 e-5 (Figure 23). We also found significant enrichment for the E. 

Coli toxin-antitoxin systems. Toxin-antitoxin systems have a wide variety of functions in 

bacterial organisms ranging from stress response to protection against bacteriophages [238]. 

Taken together, these data show that genes with low 𝜇 are not randomly segregated, rather 

they functionally cluster to highlight adaptive pathways, regardless of the vast biological 

differences between species. This suggest a universal principle that genes with low 𝜇 are 

highly tolerant of mutations owing to involvement in adaptive processes which need to be 

easily amenable to evolutionary and environmental pressures.  
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Figure 22: Network of bottom 1% of Macaque genes ranked by 𝜇. Blue 

nodes indicate pathway enrichments and blue dashed edges indicate 

genes involved in the pathway 
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Figure 23: Network of bottom 1% of E.Coli genes ranked by 𝜇. Blue 

nodes indicate pathway enrichments and blue dashed edges indicate 

genes involved in the pathway 
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Chapter 3.3: Discussion 

 Evolutionary processes and biases in the arrival of variation have molded a complex 

relationship between genotypic change and phenotypic fitness. However, evolutionary 

processes themselves, can be recast into the theory of learning. As argued by Vanchurin et 

al [239], under the theory of learning we can imagine any system which increases in 

complexity over time, from organisms to stars, to do so by predicting how to change to their 

environment. Such a similarity in the thermodynamics of learning and evolutionary processes 

have led to many previous studies demonstrating the compatibility of evolution and statistical 

mechanics [193,239,240]. 

 Here, we follow along the lines of these studies, by starting from the principle of 

maximum entropy with an alternative measure of fitness effect (an analogue for free energy). 

We propose that rather than quantifying direct fitness, we may measure the change in fitness 

due to change in genotype. When applied to WGS/WES cohorts across three different 

species, we found that distributions of variant EAs fit well to the expected Boltzmann 

distribution (𝑅2= 0.95-0.97), seemingly maximizing the entropy of the system. Moreover, 

individuals in both macaques and humans, showed narrowly distributed total EAs, suggesting 

that individuals of a population may be constrained in the total amount of mutational change 

allowed relative to the mean. While these findings seem to support the notion of EA as a 

ΔEnergy and agree with theoretical observations of previous studies [193,239,240], the key 

contribution of this study is the predictive quantification of the variable contribution of genes 

to organismal fitness through the extension of the Equipartition theorem. This derivation 

suggests that 𝜇 may be an estimation of the gene contribution component of EA which was 

previously set equal to 1. The hypothesis that 𝜇 represents a gene’s mutational inertia, 

reflecting its central or adaptive role in an organism’s biology is supported by the striking 

observation that 𝜇 correlates directly with altered fitness of gene knockdowns in E. Coli. This 
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hypothesis is further reinforced by the findings that genes with high 𝜇 are enriched for core 

and conserved processes like alternative splicing, cell division, and translation while genes 

with low 𝜇 were involved in adaptive processes like immune or environmental response. 

Together, the findings of this study combined with those of previous thermodynamic studies 

of evolution suggest that the correspondence between evolution and statistical physics goes 

beyond analogies and advocate for a reevaluation of the evolutionary process as a 

thermodynamic system.  

 Though our findings demonstrate the predictive power of thermodynamics, it should 

be noted that this study only considered the evolutionary dynamics of protein coding DNA. 

The theoretical framework itself is not limited to protein coding regions, however, EA can 

currently only estimate mutational impacts in coding sequences. While future work will be 

dedicated to extending this to non-coding sequences (e.g. functional non-coding RNA [241]), 

a potential alternative is to use deep learning approaches to estimate the impact of non-coding 

mutations [242–244].  

Chapter 3.4: Materials and Methods  

Chapter 3.4.1: Whole Exome/Genome Sequencing Data 

  Chapter 3.4.1.1: UKB Human Dataset: 

 Human WES data was downloaded from the UK Biobank 200K WES release [196–

198]. First, following standard GATK procedures, we remove variants with filtered depth (DP) 

< 10 or GQ < 20 [245–247]. In accordance to guidelines, we also removed variants with an 

inbreeding coefficient > 0.03 and genotyping rate < 0.95. Lastly, for variant quality control, we 

removed variants with Hardy-Weinberg Equilibrium exact test p-value < 5e-8 [178]. We also 

performed quality control on samples by removing genetically related samples through kinship 

coefficients and identical-by-descent testing as well as thresholding based on variant number, 
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Ti/Tv ratios, and missingness. Further outliers will be removed by principal component 

analysis. Calculation and filtering based on these quality control statistics was done through 

a combination of BCFTOOLS [248], PLINK2 [249], KING [180], and Eigenstrat [250,251]. 

Variants were then annotated using VEP [252] and EAs were subsequently calculated. 

  Chapter 3.4.1.2: Macaque WGS Dataset: 

WGS data for 853 individual macaques was acquired from Warren et al [199]. 

Accordingly, the sample acquisition, sequence assembly, and quality control are all described 

in detail within the referenced publication [199]. Variants were annotated and mapped to 

macaque proteome using VEP and Ensembl biomart web tool. EAs were calculated given the 

reference protein and amino-acid sequence variation induced by the sequenced missense 

mutations.  

 Chapter 3.4.1.3: E. Coli WGS Dataset: 

Environmental E. Coli strain WGS data was downloaded from the European 

Nucleotide Archive PRJEB232924 and Moradigaravand et a [200]. From this dataset, we 

extracted WGS data for 255 environmental E. Coli isolates. We then followed the protocol set 

up by Marciano et al [207]. First, we performed genome assembly on the WGS data using the 

SPAdes genome assembler [253]. Next, open reading frames were predicted with 

GeneMarkS-2 [254] and removed. Missense mutations were annotated using the procedure 

and code library of Marciano et al [207], wherein each missense mutation was mapped to the 

E. Coli K-12 MG1655 proteome. After removing sequence variations which were unable to be 

mapped, EA was calculated and annotated for each missense mutation.  

Chapter 3.4.2: Measurement of goodness of fit to Boltzmann 

In order to assess whether distribution of EAs across all variants in a population fit the 

predicted Boltzmann distribution, we calculated a histogram over the EA distribution. We then 
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fit, to the probability density and EA value of each bin, a Boltzmann function which was 

optimized to best fit over the kT parameter: 

𝑝𝑖 =
𝑒−

𝜖𝑖
𝑘𝑇

∑ 𝑒−
𝜖𝑗

𝑘𝑇𝑀
𝑗  

 (25) 

where 𝑝𝑖 is the probability density of bin 𝑖, 𝜖𝑖 is the EA of bin 𝑖, and 𝑀 is the total number of 

bins. Given that binning effects the goodness of fit, we binned to the resolution offered by EA 

(100 bins). In order to further validate that 𝑅2 was not drastically affected by binning, we 

plotted the 𝑅2 as a function of number of bins (Figure 24) and found a plateau in 𝑅2 at bin 

size 80. This process was repeated for populations of humans, macaques, and E. Coli, as 

well as individuals of the human and macaque cohort.  

 

 

 

 

 

 

 

 

 

 

  

Figure 24: Plot of # of bins used to fit Boltzmann vs R^2 of the resulting 

Boltzmann fit. Plot shows both degenerate and Non-degenerate fits. 

This study uses only degenerate distributions 



106 

 

 Chapter 3.4.3: Calculation of 𝝁: 

 In order to evoke equipartition and measure the mutational intolerance of genes 𝜇, we 

first calculated the expected EA of any given gene as 𝐸𝐺 =
𝐸𝑇

𝐺
, where 𝐸𝑇 is the total EA across 

all variants of all individuals in the population and 𝐺 is the total number of genes in the species. 

To further normalize for coding gene length, we modified the denominator to be the total 

number of amino acids (AA) in the proteome of the species. For all three species used in this 

study, proteome data was acquired from Ensembl database [255]. Similarly, the observed EA 

per gene, equation (23), was also normalized by the amino acid length of the encoded protein: 

𝜖𝑔 =
1

𝐿𝑔
∑ 𝐸𝐴𝑖𝑖∀𝑖∈𝑉𝑔

. 𝜇 is then calculated as the ratio of 
𝐸𝐺

𝜖𝑔
 for each gene 𝑔. For human UKB 

cohort, we implement an allele frequency threshold of AF < 0.001 to selectively filter out genes 

that are more common and investigate ‘newer’ mutations. Due to the vast difference in cohort 

size, for macaque and E. Coli data, we investigate variants that pass a less stringent allele 

frequency threshold of AF < 0.05.  

 Chapter 3.4.4: Correlation of 𝝁 with network centralities: 

 In order to assess the relationship between a gene’s 𝜇 and various measures of its 

network centrality, we downloaded the STRINGv11.5 database for humans, macaques, and 

E. Coli [182]. Separately for each species, we ranked genes by their 𝜇 in a descending fashion. 

We then binned the ranked gene list into 100 ordered bins so that the first bin would contain 

the top 1% of genes ranked by 𝜇 and the last bin would contain the bottom 1% of genes. We 

then measured, for each bin, the average degree and eigenvector centrality of the bin’s 

constituent genes. These average centralities were then plotted against the percentile value 

of each bin and monotonic decreasing tendency was measured by Spearman correlation test 

through Python’s SciPy library [256].    

 Chapter 3.4.5: Pathway Enrichment Analyses: 
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 For each species, protein-protein interaction network of the top 1% of genes ranked 

by 𝜇 were generated using the STRINGv11.5 database [182]. Markov Clustering was 

performed in Cytoscape using ClusterMaker2 library [257–259]. Functional and pathway 

enrichment analysis of each cluster was then performed by FUMA [260]. Lastly, network 

representations were created with Cytoscape [257].  

 Chapter 3.4.6: Characterization of 𝝁 differences in Mendelian Diseases 

 In order to test whether mutational perturbations of genes with high 𝜇 in humans lead 

to disease states, we downloaded the OMIM database and utilized Petrovski et al [223] to 

categorize genes into categories of haploinsufficient, autosomal dominant, and autosomal 

recessive. We then defined any gene not annotated in the OMIM database to be non-disease 

related. We then measured the difference in 𝜇 values of genes in OMIM disease categories 

against non-disease using a Mann-Whitney U test implemented through the SciPy library 

[256]. Significance of difference in distributions was measured against all non-disease genes 

and against a randomly selected subset of non-disease genes of equal size to the OMIM 

disease category tested (Figure 19).  

 Identical experiments were performed for Mendelian disease genes curated from the 

ClinGen database [261]. Curated genes were filtered for ‘Strong’ or ‘Definitive’ strength of 

association to Mendelian disease and categorized as autosomal dominant or autosomal 

recessive based on the mode of inheritance flag.  

Chapter 3.4.7: Characterization of 𝝁 differences in Essential, conditionally 

essential, and auxotrophic genes in E. Coli: 

 In order to test essential genes tended to have higher 𝜇 scores than non-essential 

genes, we curated three separate studies of genome-wide E. Coli gene essentiality [224–

227]. We further defined a gene to be essential if it was identified in each of the three studies, 



108 

 

resulting in 189 essential genes. All other genes in the E. Coli genome were designated as 

non-essential. We then measured the difference in 𝜇 distribution of (1) essential genes vs all 

non-essential genes, and (2) essential genes vs random subset of non-essential genes of the 

same size (Figure 19) using a Mann-Whitney u-test.  

 We further extended this experiment to “pseudo-essential” genes including 

conditionally essential and auxotrophic genes. These two gene lists were taken from Nichols 

et al [228]. Non-essential genes were defined as all other genes in the E. Coli genome (bar 

essential genes defined above). Mann-Whitney u-test was used to measure differences in 𝜇 

distributions among gene sets.  

Chapter 3.4.8: Direct correlation between 𝝁 and gene fitness effect: 

 In order to measure a direct relationship between a gene’s 𝜇 and its fitness effect, we 

acquired the Rousset et all dataset of systematic CRISPRi gene ‘knock downs’ for nearly 

every ubiquitous gene in the E. Coli genome  [229]. In their study, Rousset targets each gene 

with a library of 2-4 sgRNAs per gene. The resulting gene repression’s fitness effect was 

measured by a log2 fold-change (L2FC) in sgRNA after direct competition. In order to 

generate a gene-specific fitness measure, we averaged over the 2-4 sgRNA L2FCs of each 

gene. We then measure the spearman correlation between L2FC and 𝜇, which was found to 

be significant. In order to measure the strength of the relationship between 𝜇 and L2FC in a 

more course-grain manner, we ranked all genes by 𝜇 in descending order and organized them 

into 100 ordered bins. We then measured the spearman correlation between the average 𝜇 

and average L2FC of each bin.  

Chapter 3.4.9: Rank Bias of Olfactory Pathway genes: 

 To test whether 𝜇 downranks highly mutable and adaptive genes, we curated the 

Reactome database [262] for olfactory pathways. All genes related to these pathways were 
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defined to be ‘olfactory related genes’. All genes in the human genome were then ranked by 

𝜇 in descending order. We then measured the percent recovery of ‘olfactory related genes’ at 

every 5-percentile interval between 0th percentile to 100th percentile. In order to compare the 

performance of 𝜇 to other standard tools, we repeated the experiment with pLI and RVIS 

[210,223].  
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Chapter 4: Discussion and Future Directions 

 Recent years have seen an explosion of genomic research both in the fundamental 

understanding of the biology and development of methods and tools to probe deeper. The 

relative ease and cost-effectiveness of modern sequencing techniques have led to large scale 

sequencing consortia reaching cohort sizes of nearly half a million sequenced exomes [196–

198]. Our understanding of the genetic etiology of complex diseases has benefited from such 

large sequencing efforts. The past decade has seen many genome-wide association studies 

(GWAS) of complex diseases with impressive sample sizes. For example, the Psychiatric 

Genome Consortium analyzed the genomes of 150,000 individuals to identify 108 

schizophrenia-associated loci [263] . Kunkle et al [78] identified five novel and validated twenty 

known Alzheimer’s disease (AD) associated loci by investigating ~94,000 individuals WGS. 

An analysis over 41,000 individuals with bipolar disorder and 371,000 controls by Mullins et 

al [264] identified fifteen disease associated genes. Similarly, the CARDIoGRAMplusC4D 

consortium identified 64 coronary artery disease related loci over ~190,000 individual 

genomes [265]. Despite such monumental efforts, our understanding of the genetics of many 

complex diseases remains incomplete, able to explain only a fraction of expected heritability 

[PMID: 19812666, 23835440]. Several theories for the “missing heritability” exist including that 

single nucleotide variants of small effect may be missed because of multiple testing correction 

stringency [6,266]. However, a particularly interesting hypothesis suggests that our 

understanding of the genetic underpinnings of complex diseases may be aided by 

investigating gene-gene interactions [18].  

 Genetic interactions are interactions between gene variants that result in a phenotype 

which is significantly different from the individual phenotypes of each variant. In this way, 

otherwise unremarkable variants with little individual effects can combine to give rise to 

complex phenotypes [267]. Coupled with the recent wave of advancements around graph-
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based learning [31,268], interrogation of  genetic interactions presents a potentially fruitful 

path forward to a better understanding of complex genetic diseases. Proper innovation, 

however, is necessary to leverage these advances and bridge the two fields. Here, I develop 

and implement methodologies to do this. First, I motivate and facilitate the translation of node 

embedding principles to biological settings and architect GeneEMBED to harness this and 

discover new disease-gene associations. Identification of these associations, however, rests 

partially on the quantification of functional impact of mutations. Though variant impact 

predictors have become complex and wide in variety, predictions are often made relative to 

the affected gene/protein. Next, to attend to this issue, I propose a metric by which to measure 

the relative contribution of genes to organismal fitness, inspired by recent equivalences 

established between evolution and thermodynamics [193–195,239,240]. In addition to 

providing a useful measure, this characterization of genes provokes deeper questions about 

the nature of evolutionary dynamics and their relation to statistical physics. Together, these 

efforts are intended to provide valuable new tools with which to probe the genetics of complex 

diseases and, perhaps more importantly, foster different and unconventional ways to explore 

genetics. 

GeneEMBED and exomic analysis 

 As described previously, GeneEMBED was designed to aid in the elucidation of the 

genetic underpinnings of complex diseases. Specifically, GeneEMBED works to pinpoint 

genetic risk factors of disease by examining the differential perturbation patterns of gene 

interactions between healthy and affected populations. In our, proof-of-concept demonstration 

of GeneEMBED, we analyzed Alzheimer’s Disease (AD). As the leading cause of dementia 

worldwide, AD is a neurodegenerative disorder leading to memory loss, language difficulties, 

and even behavioral issues [76]. AD is currently the sixth leading cause of death in the US 

and is projected to affect nearly 12 million individuals by 2050 [77]. The rapidly rising 
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prevalence of AD must be met with effective therapeutic targets, biomarkers, and risk 

prediction tools. Yet, these efforts are hindered by our overall lack of understanding of the 

genetic origins of this highly heritable disease [9,10]. To this end, we applied GeneEMBED to 

two separate AD cohorts taken from the Alzheimer’s Disease Sequencing Project (ADSP). 

Additionally, we tested the flexibility of GeneEMBED with two different variant impact scoring 

(VIS) systems (EA and PPh2) and three different protein-protein interaction (PPI) networks. 

Strikingly, we found that GeneEMBED was robust to variations in VIS, PPI, and even cohorts, 

successfully, and reproducibly, identifying AD related genes. Among the set of repeatedly 

identified genes in various conditions, we identified a set of 143 high-confidence candidate 

disease-associated genes. These genes differentially expressed in bulk brain tissue, as well 

single cells of AD cases. We further found that candidate genes lead to abnormal neurological 

phenotypes when knocked out in mouse models, suggesting a neuroactive, and potentially, 

AD related role. To specifically query their role in AD, we investigated candidates in vivo using 

two Drosophila AD models and found that 65% of testable genes altered neurodegeneration 

in flies. Moreover, many of the candidates were targeted with pre-existing, FDA approved 

activators or inhibitors. Noteworthy among these druggable candidates were TP53 and 

POLD1, both of which alleviated neurodegeneration phenotype in drosophila AD-models 

when knocked out. Functional inhibition of p53 has been previously suggested as a 

therapeutic strategy [269] owing to the role of TP53 in AD pathology [270,271]. In addition, 

we also identified two genes novelly associated with AD genetics, PLEC and UTRN. While 

PLEC has been seen to lead to reduced learning and memory as a result of increased tau 

accumulation [156,272] (a key component of AD pathobiology), not much is known about role 

of UTRN in tau tangle development.  

 In light of its robust ability to re-discover known genes associated with AD and identify 

novel risk factors, we hope that GeneEMBED is widely usable in other case-control studies of 
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germline contributions to complex genetic diseases. Despite this, we also acknowledge that 

this study, like others, has limitations. First, all associations identified are computational. In 

vivo experiments and mouse knock-out data suggest a potential role for candidate genes in 

AD, these data are not sufficient for therapeutic targeting. Further, in-depth, biological 

characterization will be imperative to explain their roles in neurodegeneration. Second, 

incorporation of network information, while core to the innovative nature of the approach, 

presents a potential point of error. Network data contributes greatly to the identification of 

candidate disease genes. As a result, if a network is utilized which does not reflect key 

components of the disease process, identified candidates will likely be uninformative. In 

relatively well studied diseases, these key components may be known. For example, a 

network suitable for analysis of AD should contain genes such as APOE, MAPT, and TREM2. 

However, this point of error is avoidable by using comprehensive PPI networks such as 

STRING. Though these networks may have higher rates of false positive (FP) edges 

compared to unbiased networks built through high-throughput screens, GeneEMBED’s 

robustness to FP edges allows them to be used effectively. Lastly, another limitation of the 

study is that it only considers coding mutations. While coding mutations are vital to disease 

pathology, a growing body of literature suggests that non-coding variations also contribute 

greatly to disease. Thus, translating the strategies used in this study to analyze non-coding 

data would be an interesting direction of future research.  

Limitations and Future Directions 

 The potential for further refinement of the methodologies and the questions they raise 

are exciting. One interesting direction of future research is the aforementioned extension of 

GeneEMBED to non-coding domains. There is an increasingly large supply of studies which 

offer tools to predict the functional impact of non-coding mutations. Many of these methods 

employ deep learning strategies [242,244], which, in most cases, ensures a probabilistic 
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interpretation of functional impact prediction. This would be directly compatible with the 

current GeneEMBED implementation. Moreover, coupled with the availability of molecular 

networks detailing the interactions of transcription factors, noncoding RNA, and proteins, 

extension of GeneEMBED to non-coding mutational domain may be readily testable. Another 

interesting question that arises naturally from this study is the ability of candidate genes to 

classify individuals by their disease status. While GeneEMBED itself is unable to perform 

classification, the basic principles can be extended for classification. The approach is to 

featurize each gene by its overall network neighborhood, annotated with mutations, and 

compare between cases and controls. Naturally, as this is a supervised learning task, graph 

neural networks could be used to build a classification algorithm. Graph neural networks with 

some attention mechanism scheme (e.g. Graph Attention Networks [38]) may be well suited 

for this task. Though architecture depth will need to be monitored carefully to avoid 

“oversmoothing” in the case of large, densely connected networks, embeddings of candidate 

genes could be easily concatenated and used for classification. Another approach may be to 

adopt a graph information diffusion scheme [29,30]. Here, the mutational burden quantified 

by some compositive variant impact score could be used as a “signal strength” to be diffused 

along a PPI network through a heat kernel on the spectrum of the graph. A vector detailing 

the diffusion profile of the signal across can be calculated and used as a feature vector for 

genes, which are then fed into a simple statistical machine learning classifier or feed forward 

neural network. While the prospects of future research are exciting, we also emphasize that 

we expect the current GeneEMBED implementation to be widely applicable across complex 

diseases and hope that it will aid in gaining a better understanding of the genetics of disease. 

Equipartition and Mutational Intolerance 

 The use of variant impact prediction tools has become widespread. Many genomic 

studies, including GeneEMBED, incorporate one or more variant impact prediction tools in 
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their pipeline. Yet, oftentimes, variant impact prediction tools measure functional impact with 

respect to the affected protein. For example, both PPh2 and SIFT assess the effect of a 

missense mutation through measurements of protein structure and function. Under this 

framework, a loss of function mutation in gene x is fundamentally no different from a loss of 

function in gene y. We know, however, that there exist mutational biases within the human 

genome. For example, olfactory receptor genes are enriched for loss of function mutations 

compared to the rest of the genome [75]. To help gauge these relative differences, we 

developed a measure of mutational intolerance and, in doing so, invoked a field of population 

genetics which seeks to equate laws of evolution to principles of statistical thermodynamics. 

The argument for such a concordance proposes that “free fitness” may act as a proxy for “free 

energy” through equilibrium thermodynamics and ideas first presented by Edwin Thompson 

Jaynes in his seminal two-part paper in 1957 regarding maximum entropy thermodynamics 

[273,274]. Using the theory of Evolutionary Action (EA) as a starting point, we present a 

conceptual argument analogizing EA to energy, distinct from the arguments used in 

thermodynamics-evolution literature. Further supporting the argument, we empirically 

demonstrate in three different species that EA maximizes entropy and fits a Boltzmann 

distribution remarkably well. We also show that energies of different macrostates across the 

population are narrowly distributed, following thermodynamic expectations. Finally, extending 

equipartition to biological systems allowed us to quantify the relative mutational intolerance 

(𝜇) of genes. Strikingly, we found that 𝜇 accurately predicted the network influence (degree, 

betweenness, and eigenvector centralities) of genes, across the three species. More than 

that, we found that in experimental assays designed to quantify the fitness effect of individual 

genes by CRISPR repression in E. Coli, 𝜇 correlated strongly and significantly with fitness 

effect. Characterizing highly mutationally intolerant genes against mutationally tolerant genes, 

we found that intolerant genes (ℎ𝑖𝑔ℎ 𝜇) were involved in core and highly conserved biological 

processes ranging from cell division to transcription. Additionally, we found that genes that 
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caused Mendelian diseases in humans had significantly higher 𝜇 than non-disease related 

genes. Similarly, in bacteria, we found that genes which were essential, conditionally 

essential, or auxotrophic had significantly higher 𝜇 than non-essential genes. Conversely, 

genes that were highly tolerant to mutations (𝑙𝑜𝑤 𝜇), were involved in adaptive processes 

including immune pathways and toxin-antitoxin systems. Similarly, genes which are known to 

be highly mutable and involved in adaptation were preferentially ranked low by 𝜇. Overall, 

these observations stand as experimental data supporting an equivalence between statistical 

mechanics and biology. Moreover, they suggest that further analyses of comparisons of 

statistical mechanics and evolution may lead to informative quantifications of biological 

systems.  

Limitations and Future Directions 

 Much like GeneEMBED, the extension of equipartition to biology and the resulting 

quantification of mutational intolerance is limited by the focus on coding mutations. Non-

coding DNA, however, plays an important role in biology and may also have conserved 

regions throughout evolution [275]. While 𝜇 is calculated only on exomic mutations, as these 

are the only ones whose functional impact is quantifiable by EA theory, the theoretical 

framework is not limited to coding mutations. The framework can be extended to any 

independent degrees of freedom (e.g. base pairs instead of genes). This presents an 

interesting direction of future research. One approach may be to utilize deep learning 

approaches to estimate the impact of non-coding mutations. If any of the existing methods 

naturally maximize entropy in their estimates of functional impact, they may be a sufficient 

proxy for estimating non-coding 𝜇. Another interesting direction of future work would be to 

assess the utility of 𝜇 scores in aiding gene discovery and patient classification. This may be 

done simply by weighting the functional impact of a patient’s coding variants by the 𝜇 score of 

the impacted gene. In this way, the frameworks of existing methods (e.g. GeneEMBED, iDEAL 
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[172], EPIMUTESTR [276]), will not need to be changed. Moreover, the default frameworks 

will also act as a control against which the improved (or worsened) performance of 𝜇 weighted 

inputs can be measured. Another, potentially more interesting, way to assess the ability of 𝜇 

to recover disease related genes would be to measure 𝜇 separately in cases and controls. 

Genes which are often mutated and lead to disease state would be found to be “mutationally 

tolerant” in the case population and “mutationally intolerant” in the control population. 

Differences in these 𝜇 scores could be quantified and used to identify disease-associated 

genes.  

 Overall, the objectives of this dissertation were to develop tools to help gauge the 

involvement of genes in disease in a manner that was inclusive and cognizant of their 

interactive environment, mutational perturbations, and relative mutational intolerance. In 

pursuit of these objectives, I hope to have fostered exciting questions and interesting new 

ways to think about genetic analyses.  
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Appendix of Tables 

Table 1: Candidate genes identified by GeneEMBED on various cohort-VIS combinations (column 
label) using the STRING network. Related to Figure 1.  

Discovery 
- EA 

Extension 
- EA 

Discovery - 
PPh2 

Extension - 
PPh2 

Control vs 
Control - EA 

Control vs 
Control - PPh2 

APOE APOE RHOBTB3 APOE PIK3CG PIK3CG 

NQO1 BLM MYC BRD2 ATM CD86 

CSF1R FOXM1 NQO1 TP53 TLR4 MYO5A 

MAPT FLT3 CSF1R GAK NRG1 KDR 

MYC MAPK6 LRRC6 MAPK6 BRCA1 NRG1 

PAICS CSF1R PAICS BLM WDHD1 CAD 

RHBDF2 PIK3C2B PRIM1 EPHA2 TTC28 TNS1 

EHBP1L1 PDLIM4 TP53 BMP2K EPHA1 RIPK3 

CTSB TLR2 MAPK6 FOXM1 FOS TTC28 

LRRC6 DCLRE1C LRRC71 FLT3 FRZB KNG1 

TNNT1 PARP1 ANLN CSF1R TLR2 TRAP1 

MAPK6 CES1 ERBB2 RET RAD51C HERC1 

WDHD1 MYO9B DLG1 TLR2 HERC1 OPRM1 

ANLN GNAS GNB3 RIPK3 OR10T2 PDGFRA 

BMP4 SP3 SCARB1 EPRS TRAP1 FRZB 

PASK BRCA1 SENP6 DNAJC10 TYK2 IDH1 

TRIB3 KIF23 ACTR1B PNPLA7 SUCLG2 DNAH8 

PEG3 BMP2K MAPT PARP1 LGALS3 WDHD1 

GMPR2 EPHA2 ANKRD44 MAP3K1 CTSB NDC80 

DLG1 POMC KAT2B PIK3C2B RAD51D EPHA1 

HSPBAP1 EPRS UMPS CD48 DNAH8 ADCY2 

EPHX2 NCOA1 SYNJ1 HSPA4L EPRS FGFR4 

SLC6A15 GMPS ZKSCAN3 FGFR4 IFIT2 CHD1 

TOPBP1 UTRN ROR1 TCF3 BCL2A1 RAD51C 

ACTR1B OAS3 ABCC4 UMPS PEG3 TLR4 

GNB3 SERPINA1 RHBDF2 HIVEP2 ACTR1B ANK3 

RHOBTB3 TCF3 CCNH MX1 GART MAP3K1 

RIPK4 TTC28 FRZB BDNF CHD1 TYK2 

CCNH HTT ZNF35 GMPS PDGFRA CD44 

KAT2B ABL1 HERC3 HSPA4 RIPK2 TLR2 

PLEC ACTR1B RRP12 KLC4 RNASE12 FGFR3 

MAVS RIPK4 ANPEP VWF RNASE9 UMPS 

SP3 TAP1 HSPA4 ACACB VCAN LAMC2 
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POLQ PLEC EPHX2 TANC1 NDC80 SERPINE1 

PDHX ZFPM1 ZRANB3 KIF23 SELL SHANK2 

KDR CASC1 BMP2K CES1 PTCH1 BYSL 

ICAM3 EPHA10 PDHX FLII PDIA6 CACNA1A 

MCM8 PLAT THBS1 ABL1 CD86 EPRS 

ABCC4 LGALS3 PCK1 MET REPIN1 TOP2B 

VPS13C HERC6 MYO5B UBD PI3 RBL2 

ABCC1 REST HSPBAP1 PLEK DPYD ACTR1B 

LPL RPA1 NUF2 PIK3CD NFKBIE BPTF 

FN1 TYK2 NOTCH3 RHOBTB3 CALML4 NCOR2 

IL4R GLI3 BRD1 PIKFYVE HERC6 PTCH1 

LRIG1 MPP3 APAF1 ROR1 OAS2 HIF1A 

FRZB MC1R PIK3CG CLIP1 HIF1A LGALS3 

HERC3 DPYD ACACB GLI3 ACE ACE 

IRF7 PLAU NACAD ACTR1B ANK3 FOS 

UTRN UBD HADH PLG HSPA4 JAG1 

TLR4 NUP98 PRKAG3 ACLY KIF23 ANPEP 

ARHGEF3 MLH1 ATM S1PR3 BYSL CTSC 

EREG CFTR CCT5 DCLRE1C SPAST CSF1R 

SCARB1 RAD51D CLGN CP ADCY2 MYBL2 

CYP2B6 SST DDX60L DPYD ERBB2 CMPK1 

UMPS CLIP1 DST EPHA1 MET ATM 

PLEK ZNF91 SORL1 MPP3 PEPD PEG3 

THBS1 KIF2C ZNF3 SMG1 TNFRSF25 GAK 

MBL2 TRIB3 NOC2L ZNF91 SMARCA2 PPP1R12A 

ADAR TLR1 TPO COL2A1 CENPM DEFB119 

LRRC17 MET CREBBP SYNJ1 SPTB BCL2A1 

POLD1 LARS ZNF224 SMARCA2 CAD IGF2R 

ASB6 CYP2C9 WDHD1 NGF RAD54L GPCPD1 

TGFB1 GIPR CDH1 CCT5 MSH2 ATP11B 

BAZ1A GNGT2 BCLAF1 PCNT HDAC7 ADCY6 

IRAK2 LTN1 GMPR2 CR1 CXCL16 SUCLG2 

MRPS7 TLR6 FBXW8 ICAM1 EPHA10 MET 

PI3 EGF SRRM1 PTPRJ ITGA2 OR10T2 

BRCA1 RANBP2 LGALS3 ITSN2 NKTR DNAJC10 

CXADR NPS SERPINF2 RIPK4 OPRM1 PDGFRB 

ANKRD44 KNG1 CASP8 VPS13C PHLPP1 KIF23 

ALB TNS3 CLSPN PDGFRA ZNF680 CASP7 

STIL PMPCB SERPINA1 GOT2 ZFPM1 ADCY7 
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BMP2K PLEK APPL1 ZNF160 KDR CYP2B6 

ABCC11 IRF7 TMF1 HUNK KLK3 NNT 

HSPA4 COX11 BPTF XRN1 PPARA TIE1 

C8G 10-Mar ZNF117 GIPR BIRC2 CPS1 

FBXW8 PGR ELN NMU PIK3C2B NOS2 

EPRS BRWD1 GHR MLKL FANCD2 BLK 

SYNJ1 CENPF BRD2 SON DDX54 SLC22A1 

TBC1D2 CYP4B1 UTRN POMC FLT1 ERBB3 

DNAH11 MUC5B GSPT1 FLNC CACNA1A ACACB 

REST REPIN1 EREG CRLF3 MKKS PHLPP1 

POLE NMU TRAF3IP2 VDR PMPCB PHGDH 

DNAH8 DNAJC10 POLQ PFAS KNG1 MCM8 

PRSS57 ZNF451 CR1 BRD1 TJP1 TNFRSF25 

LGALS3 LUM IL4R KAT2B PHGDH EPHB2 

CASP9 S1PR3 PDGFRB PTPN14 DEFB128 FBXO5 

 FANCI CTNNAL1 NVL CLSPN ABCC3 

 VDR NMBR ASB2 PIK3CA LCP2 

 PCNT ARFGAP1 CYP2C9 ABCC3 FLT1 

 TRPA1 RUNX1 LGALS3 SHANK2 ESR1 

 BAG3 SPG7 ACE TPR SOS2 

 AGXT DSTYK BPTF TBC1D2 MUTYH 

 DCAF13 MCM8 TSR1 LAMC2 IRAK4 

 FOS LRRC17 GABBR1 NCOA1 RAD51D 

 HPGDS ABCC1 CAPS2 RPS6KB2 MSH6 

 CCT6A VTN IRAK3 CDK13 PIK3CD 

 RIOK2 FLT3 AKAP13 MYBBP1A HADH 

 CAMKK2 PLEK CENPF NCOR2 APP 

 CAPS2 INSRR TFPI RANBP2 SPTB 

 PARP9 KIF9 CASC1 MRPL47 BDNF 

 TST HERC1 REST FANCC LRRC8E 

 FBXO2 DOCK4 EXOSC3 TTC21A CR1 

 AQP7 ALB SMTN GOLGB1 RAD54L 

 ANK1 ASPM MYO5B HNF4A CALCA 

 CASR PIK3C2G ARFGEF1 CACNA1S MTHFD1 

 HIVEP2 MBL2 GNGT2 PLCB3 IFIH1 

 CRLF3 DNAJA3 MAPK15 NPHP3 KAT2B 

 MAPK3 TLR4 PRKCE PTPRD AFP 

 ERAP1 JAK2 BYSL RBL2 RIPK2 

 ZNF267 GRK4 ADCY4 NQO1 KITLG 
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 TSPO INVS DMWD FN1 TJP2 

 CLEC7A FOS GABPB2 CDKN1A GATA2 

 RIPK3 PPP1R12A ERBB2 TNS1 CDC25C 

 TFPI OAS3 CARD10 MSH4 VWF 

 SUCLG2 EPRS DEFB108B ZNF92 BIRC2 

 PRELP NCOR2 MAPK3 INVS AQP1 

 CD48 SETMAR DEFB119 RAD52 MAP3K5 

 CASP7 TPR LGR4 TIE1 DSC3 

 CLSPN FURIN ESR2 EGFR FGFR1 

 MLKL RNASEL LUM GPCPD1 UBD 

 RET ABCC3 EBNA1BP2 PGR HDAC4 

 RB1 POLE DHX58 CPT2 CENPF 

 HMMR GOT2 PKDCC ATXN3 LRRN1 

 NDUFA9 FANK1 FBXO2 SYNJ1 KIF15 

 NOS2 GSN NPS AXL CALML4 

 LRRK2 LIMK2 KDR IGF1R ZAP70 

 ANKRD53 MAP3K1 BMP2 PRDM14 TPR 

 PLA2G6 POLD1 MSH4 KDM5A SCARB1 

 LRRC40 POLN GTF3A PLAUR MPHOSPH8 

 ZNF93 IL16 NCAN PRKACG ALDH1B1 

 MAPT TOPBP1 PHLPP1 FAM81B ATR 

 TXNDC16 RUNX3 F5 ALDH1B1 CTSS 

 CENPM GAMT ANKRD28 SELP BRCA1 

 CTBP2 SKIV2L ANXA5 MCM8 ANKRD17 

 HSPA4 COMP PFKL   

 ALDH18A1 CAT TERT   

 ZNF611 DHX36 HERC6   

 EPHB4 IFI16 FANCI   

 RNASE12 POLI TXNDC16   

 ESR1 MZF1 TRH   

 PTPRZ1 KIT ATP11B   

 MRPL13 DNAH8 ITPA   

 NRG1 EFCAB3 ACTN1   

 AGRN HK2 CYP4F2   

 IL4R REST HTT   

 GABPB2 POLA2 TNFRSF10B   

  TBL2 NOS2   

  PRDM10 KITLG   

  SOS2 CD86   
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  VPS13B KAT6A   

  PCMTD1 AARS   

  HDC ACADS   

  VAV1    

  MYB    

  DNAJC10    

  NDUFA10    

  ADCY7    
 

Table 2: Candidate genes identified by MAGMA in the two AD cohorts. Related to Figure 1. 

Discovery Cohort Extension Cohort 

APOE BRINP2 

TOMM40 KIAA1614 

CNN2 TPO 

TCP1 FLT4 

SGSM2 CACNA1H 

PGLYRP2 GGT5 

CFAP74 NKX3-2 

MDH1B  

RPA2  

SLC36A1  

DRC3  

PRIM1  

S100PBP  

CBR3  

TNFRSF17  

MICA  

KANSL1  

DHRS4L2  

SAA4  

TRIAP1  

SH3BGRL2  

TGFBR1  

ADRA1A  

CDS1  

RARS1  

PEMT  

ST14  

TREM2  
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APOC4  

BPIFA3  

SORL1  
 

Table 3: One-tailed hypergeometric overlaps between candidate genes identified by 
GeneEMBED using STRING network on various VIS-cohort combinations (column label) 
and reference gene sets of known AD associated genes (row label). As a comparison to 
standard approaches, hypergeometric overlaps of MAGMA candidate genes are also 
shown in the right most column. Related to Figure 1. 

  
EA Disc. 
(n=69) 

EA Ext. 
(n=119) 

PPh2 Disc. 
(n=128) 

PPh Ext. 
(n=120) 

MAGMA 
(n=31) 

Gene Set (GS) 
ov
lp 

pval 
ov
lp 

pval 
ovl

p 
pval ovlp pval 

ov
lp 

pval 

GWAS Meta-
analysis 1 (n=25) 

1 
0.09

1 
1 

0.14
6 

1 0.156 1 0.14 3 
8.43
E-06 

GWAS Meta-
analysis 2 (n=38) 

1 
0.14

2 
1 

0.21
4 

1 0.227 1 
0.21

6 
3 

3.30
E-06 

Comp. Toxico. 
Database (n=103) 

2 
0.04

7 
4 

3.30
E-03 

1 0.347 1 0.34 3 
3.97
E-04 

ClinVar (n=21) 1 
0.08

1 
2 

9.10
E-03 

0 1 1 0.13 1 
0.03

4 

DisGeNet (n=208) 
5 

1.34
E-03 

7 
5.30
E-04 

6 
3.86E

-03 
5 

0.01
2 

4 
4.37
E-03 

 

Table 4: nDiffusion analysis AUC and permutation based z-scores between candidate genes 
identified by GeneEMBED using STRING network on various VIS-cohort combinations (column 
label) and reference gene sets of known AD-associated genes (row labels). As Comparison to 
standard methods, analysis on MAGMA candidate genes are shown in the right most column. 
Related to Figure 3. 

  
EA Disc. 
(n=69) 

EA Ext. 
(n=119) 

PPh2 Disc. 
(n=128) 

PPh Ext. 
(n=120) 

MAGMA 
(n=31) 

Gene Set (GS) 
AU
C 

z-
score 

AU
C 

z-
score AUC 

z-
score 

AU
C 

z-
score 

AU
C 

z-
score 

Comp. Toxico. 
Database (n=103) 

0.7
6 2.03 

0.7
8 2.38 0.8 2.82 

0.7
8 3.01 

0.7
9 6.62 

GWAS Meta-analysis 1 
(n=25) 

0.7
4 3.71 

0.7
1 3.51 0.71 2.85 

0.6
3 0.29 

0.6
6 1.63 

GWAS Meta-analysis 2 
(n=38) 

0.6
3 2.54 

0.6
1 1.93 0.63 2.6 

0.5
9 1.87 

0.5
6 1.22 

ClinVar (n=21) 
0.7

8 2.3 
0.7

8 3.39 0.84 5.64 
0.7

4 2.33 
0.7

7 3.27 

DisGeNet (n=208) 
0.6

9 3.26 
0.7

1 3.95 0.71 3.88 
0.6

9 2.3 
0.6

5 2.16 
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Table 5 : Candidate genes identified by GeneEMBED on various cohort-VIS combinations (column 
label) using the HINT network. Related to Figure 1. 

Discovery 
- EA 

Extension 
- EA 

Discovery - 
PPh2 

Extension - 
PPh2 

Control vs 
Control - EA 

Control vs 
Control - PPh2 

APOE CEACAM8 ANLN TCTN3 IL22RA2 ESR1 

KCNIP1 CEACAM6 CCR8 CXCL12 NOTUM IL22RA2 

ANLN IL22RA2 TREM2 IL18RAP CD69 NINL 

KCND3 GFRA2 CCL1 GOLGA2 WNT7A LRRK2 

MYC CPEB1 MYC LRRK2 NRG1 NRG1 

FCRL4 ESR1 MAPK6 NINL TMEM190 FAM161A 

SLC16A7 SLC16A7 NOTUM CCR6 SLC16A7 SCN4A 

FN1 NRTN KCNIP1 IL18R1 WDYHV1 WDYHV1 

CPEB1 LRRK2 PF4 MAPK6 KCNIP1 CHRNA5 

NOTUM GOLGA2 FNIP2 APOE CPEB1 CD69 

MAPT TCTN3 FLCN ESR2 KCND3 ADM 

NQO1 APOE GRIN3A CCL17 CALY MCM2 

MUC15 PANK3 CCHCR1 CCL20 GFRA2 FN1 

MAPK6 GDNF CDH16 IL22RA2 ZACN DPYS 

MCM2 BLM TP53BP2 FN1 TNFSF18 WNT7A 

CXCL12 ABCB4 TRAF3IP2 ARL14EP KRT40 MRPL47 

MAVS KCNIP1 CCNJL LARP7 DRD1 FNIP2 

SLC6A15 HTT G6PC KLC4 NINL RIPK3 

STIL MAPK6 TP53 DMWD FN1 NOTUM 

CCL24 CHRNA6 BCLAF1 AGRP MRPL47 PTCH1 

CALCOCO
2 CCHCR1 FN1 PTPN14 LGALS3 FLCN 

TNNT1 LAMTOR5 ERBB2 TP53 BRCA1 TRAP1 

VPS53 PIGY ECSIT GFRA1 LRRK2 CCDC155 

CCL1 HLA-DPA1 CEBPA USHBP1 PTCH1 SCN1B 

PRKRA TLR10 ADAMTSL4 MPP3 FAM161A LGALS3 

TNKS1BP
1 NME5 NDUFA10 NOTUM IL22 CAD 

PAICS CEP128 TOLLIP KLRD1 APOBEC1 PTGDR 

CCR8 NOTUM NQO1 GIPR GABRB2 ARRDC1 

TSSC4 ESR2 MCM2 BATF3 GABRA5 BYSL 

NDUFA10 NINL NINL TSR1 SUCLG2 CHRNA6 

WDHD1 NCOA1 MAPT GIP WDHD1 GABRB2 

CDS1 DYDC2 EEF2K SLC45A2 ITGA4 RPGRIP1L 

ECSIT GNAS VPS53 PLSCR1 PF4 CACNA1A 

IDI2 LGALS3 ATXN7 GAK COA6 DPP4 

CCR1 BRCA1 TNIP1 CREB3 XCL1 CCR7 

TNFSF18 TLR1 SCN1B RIPK3 CEACAM8 UBASH3B 



125 

 

CXADR MPP3 NUF2 MTCH2 EYA4 TLN2 

CRELD2 CHRNA4 ZNF614 PTPRO NRTN ANKRD13C 

CEACAM8 LPIN3 RASSF7 OXSR1 A1CF PCM1 

CHRNA5 CEP250 MRPL47 RNF216 CHRNA6 CCL19 

BCLAF1 PRMT6 ARFGAP1 BLM CHRNA5 GOLGA2 

GRIN3A DSP WDR18 IL18 ATXN1 APP 

TREM2 TUSC1 RRP12 HTT CEP63 TJP2 

KCNIP2 GGPS1 CLGN MAVS MYBBP1A EYA4 

CCL15 TSC22D1 GIPR TCF3 CEACAM6 EWSR1 

NME5 AGRP ABI3 LGALS3 TRAP1 CDS1 

MRPL28 IL22 LGALS3 DDX19B BYSL TREM2 

TRIM25 KRT40 PAICS SLFN5 GABRB3 SEC16A 

DYDC2 COMMD10 NFIX ABL1 ATM FNIP1 

GFRA2 TCF3 RNF43 SLC25A47 FAM20A CKAP4 

CRHR1 KIF13B ZC3H3 CCHCR1 ZC3H3 WDHD1 

CEACAM6 ABL1 SLC45A2 CISD3 NAGS LSMEM1 

PPHLN1 IDI2 MYOG FOXM1 IFNL3 HIF1A 

RASSF7 OXSM SVIL TREM2 ARRDC1 DNASE2B 

FXYD7 CISD3 FBF1 MRPL38 HTR3C TLE2 

HBQ1 FOXM1 GIP DSP PEPD TMEM190 

LGALS3 MRPL38 TNKS1BP1 TREM1 TTC30A TICAM1 

ZFAND4 PMF1 WNT7A FBF1 TNFRSF18 DBN1 

ANKH GFRA1 PCM1 GDF5 UCN SUGP1 

DLG1 EVC2 VCAM1 KLRC2 UBASH3B IDH1 

LAMTOR5 CAND1 MTMR4 CHRNA6 STX18 LNX1 

EHBP1L1 BAG3 MRM1 CAND1 FCRL4 SH3RF3 

TFAP2C CNTRL KCND2 EPHA2 CGN ITSN1 

CCL14 LARP7 TNFRSF14 FLNC CHRNB2 KCNIP2 

MAGI1 POMT1 ECE2 PRMT6 HIF1A MRPS18B 

EEF2K CREB3 ILF3 B3GALNT1 STIL USP20 

DISC1 RMND5B SCN4A HSPA4L EVC2 CHRNB4 

ADAMTSL
4 PARP1 ZKSCAN3 ATXN1 PLEKHA7 ATXN7 

BYSL MYBBP1A KAT2B SH3RF3 RIF1 CENPO 

RNF43 DDX19B USHBP1 KCNG4 GDNF SLC45A2 

AGAP1 CTBP2 EPN3 BYSL PLAUR NCOR2 

ABCC1 CCL20 SERPINA10 XRN1 NFKBIE TTC30A 

RFESD TSR1 MYO19 EXOSC3 CAD TKT 

CEBPA TLR6 DLG1 DVL2 GOLGB1 RRP7A 

MYO19 ITGA4 RHOBTB3 HGD CHRNA4 PRRC2B 

MTMR4 DCLRE1C NACAD PYGB MRPS18B PAAF1 

DDR1 PTPN14 GTF3C1 KRTAP5-9 TBC1D4 MYL2 
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TP53BP2 NDUFA9 LLGL2 ZZEF1 FOS HDAC4 

RECQL5 UIMC1 LARP7 KRT31 IQCB1 CNOT1 

BTNL8 ATXN1 SRRM1 LZTS2 CREB3 LYNX1 

FAM171A2 PTPN3 SIRPB1 CHRNA4 EGFR DSP 

BRCA1 SYNPO DNAJA3 TAX1BP1 RRP7A PIK3CG 

WNT7A 
CALCOCO
2 DISC1 ESR1 ATXN7 ERBB3 

TNFRSF1
8 RPA1 S100A2 CCR4 TICAM1 DUSP6 

NUBP1 HTR1B KCNIP2 PARP1 AKNAD1 ZNF529 

MRPL47 SEC16A HIPK4 SERPINA10 FANCD2 DENND4C 

CHRNB2 SH3D19 SIPA1L1 ITPA NIN KCNMA1 

ATXN7  DDX19B MTUS2  USP21 

CENPJ  MTA1 NDUFA9  ATXN1 

DDX5  AZU1 RET  DSG1 

CTSB  GIGYF1 MYO19  MAL 

ATL1  EEF1D BAG3  CDC25C 

TNIP1  DST    

CCL16  ACTR1B    

SLC39A4  KLRD1    

CHRNA6  APPL1    

ECH1  LRRC6    

TLR10  FBXW8    

NINL      
 

Table 6: One-tailed hypergeometric overlaps between candidate genes identified by GeneEMBED 
using HINT network on various VIS-cohort combinations (column label) and reference gene sets of 

known AD associated genes (row label). Related to Figure 1.  

    
Disc. -EA 

(83) 
Ext. -EA 

(67) 
Disc. -PPh2 

(84) 
Ext. -PPh2 

(81) 

Gene Set (GS) 
GS 
size ovlp pval ovlp pval ovlp pval ovlp pval 

Comp. Toxico. 
Database 103 4 

0.001
4 1 0.33 2 0.091 1 0.38 

GWAS Meta-analysis 1 
25 2 

0.005
8 1 

0.08
6 0 1 1 0.11 

DisGeNet 208 3 0.108 1 0.61 1 0.69 3 0.103 

ClinVar 
21 1 0.11 1 

0.09
5 0 1 1 0.11 

GWAS Meta-analysis 2 38 2 0.015 1 0.14 0 1 1 0.17 
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Table 7: nDiffusion analysis AUC and permutation based z-scores between candidate genes 
identified by GeneEMBED using HINT network on various VIS-cohort combinations (column label) 

and reference gene sets of known AD-associated genes (row labels). Related to Figure 3. 

  
Disc. -EA 

(83) Ext. -EA (67) 
Disc. -PPh2 

(84) 
Ext. -PPh2 

(81) 

Gene Set (GS) 
AU
C 

z-
score 

AU
C 

z-
score AUC z-score AUC 

z-
score 

Comp. Toxico. Database 
(n=103) 0.77 4.34 0.75 3.33 0.75 3.34 0.74 3.32 

GWAS Meta-analysis 1 (n=25) 0.68 1.86 0.59 0.34 0.66 1.91 0.65 1.12 

GWAS Meta-analysis 2 (n=38) 0.62 2.37 0.54 0.36 0.63 2.6 0.59 0.96 

ClinVar (n=21) 0.76 3.34 0.66 0.71 0.76 2.71 0.67 1.38 

DisGeNet (n=208) 0.7 5.77 0.7 5.16 0.68 3.89 0.67 4.91 

 

Table 8: Candidate genes identified by GeneEMBED on various cohort-VIS combinations (column 
label) using the Brain specific network. Related to Figure 1. 

Discovery 
- EA 

Extension 
- EA 

Discovery - 
PPh2 

Extension - 
PPh2 

Control vs 
Control - EA 

Control vs 
Control - PPh2 

APOE BLM MYC APOE BRCA1 APP 

MYC RPA1 OBSL1 TCF3 ATM OBSL1 

MAPT BAG3 TRAF3IP2 LRRK2 FBXO6 LRRK2 

MAVS APOE ATXN7 USP2 OBSL1 RIPK3 

NQO1 HTT NQO1 BAG3 FN1 LNX1 

FN1 TCF3 MAPT BLM MYBBP1A DPAGT1 

CIDEB BRCA1 TP53BP2 MAVS RPS6KB2 FN1 

PRKRA LRRK2 KAT2B RPA1 FOS NCOR2 

IL16 PARP1 SVIL FN1 LGALS3 NRG1 

DLG1 EIF2B4 PHLDA3 PARP1 ACIN1 HIF1A 

OBSL1 MC5R CREBBP TP53 APP FBXO6 

MCM2 TNFSF15 TP53 CREB3 ATXN7 RPS6KB2 

ATXN7 TESC IL16 TNFSF15 HIF1A MCM2 

IRF7 GNAS CTNNAL1 RIPK3 USP8 ATXN7 

BRCA1 
TNFRSF6
B DLG1 TNFRSF6B LRRK2 TRAP1 

KAT2B MYBBP1A FBXW8 PRKCE DHRS2 NCBP1 

DDX5 STX6 CDH1 HTT NRG1 MYBBP1A 

ANKH DSP FN1 LGR4 NCOR2  
CALCOCO
2 DPP4 RUNX1 TXNDC17 HDAC7  

SVIL SP3 TNFRSF14 HDAC5 FHOD1  

FBXW8 IRF7 TCF3 LNX1 CREB3  
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PHLDA3 SQSTM1 EEF1D ATXN7 EGFR  

TOPBP1  RHOBTB3  APC2  

  TRAF2    

  CASP8    
 

Table 9: One-tailed hypergeometric overlaps between candidate genes identified by GeneEMBED 
using Brain Specific network on various VIS-cohort combinations (column label) and reference 
gene sets of known AD associated genes (row label). Related to Figure 1.  

    
Disc. -EA 

(19) 
Ext. -EA 

(19) 
Disc. -PPh2 

(22) 
Ext. -PPh2 

(17) 

Gene Set (GS) 
GS 
size ovlp pval ovlp pval ovlp pval ovlp pval 

Comp. Toxico. 
Database 103 2 0.024 1 0.22 1 0.25 1 0.18 

GWAS Meta-analysis 1 
25 1 0.051 1 

0.05
1 0 1 1 0.046 

DisGeNet 208 2 0.096 1 0.41 1 0.46 1 0.38 

ClinVar 
21 1 0.068 1 

0.06
8 0 1 1 0.061 

GWAS Meta-analysis 2 
38 1 0.057 1 

0.05
7 0 1 1 0.051 

 

Table 10: nDiffusion analysis AUC and permutation based z-scores between candidate genes 
identified by GeneEMBED using Brain Specific network on various VIS-cohort combinations 
(column label) and reference gene sets of known AD-associated genes (row labels). Related to 
Figure 3. 

  
Disc. -EA 

(19) Ext. -EA (19) 
Disc. -PPh2 

(22) 
Ext. -PPh2 

(17) 

Gene Set (GS) 
AU
C 

z-
score 

AU
C 

z-
score AUC z-score AUC 

z-
score 

Comp. Toxico. Database 
(n=103) 0.72 2.11 0.77 4.64 0.75 3.85 0.72 1.36 

GWAS Meta-analysis 1 (n=25) 0.71 2.69 0.58 0.2 0.69 2.43 0.54 0.28 

GWAS Meta-analysis 2 (n=38) 0.63 2.46 0.58 0.85 0.64 2.89 0.54 0.63 

ClinVar (n=21) 0.78 3.91 0.7 1.68 0.82 4.01 0.67 0.62 

DisGeNet (n=208) 0.66 2.15 0.69 5.07 0.7 6.07 0.65 1.31 

 

Table 11: Details regarding the specific alleles used to test 
GeneEMBED high-confidence candidate genes are given 
below. Related to Figure 4. 

 
Human 
GeneID 

Drosophil
a 

Homolog 

DIOPT 
Score 

(max 15) 

Allele 
Class 

Allele 
type 

Specific alleles 

ABL1 Abl 9 LOF (loss 
of function) 

Amorphic 
(W559ter
m) 

Abl[2]/TM6B, Tb[1]  
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ABL1 Abl 9 OE (Over 
exrpressio

n) 

Myc 
tagged 
cDNA 
inducible  

w[*]; P{w[+mC]=UAS-
Abl.Myc}attP40 

BAG3 stv 9 LOF Insertion 
of P-
element 
dysruptin
g intron 2 
and an 
alternativ
e  
promoter 

P{ry[+t7.2]=PZ}stv[00543] 
ry[506]/TM3, ry[RK] Sb[1] Ser[1]  

BLM Blm 10 LOF Imprecise 
excision 
of the 
P{EPgy2
EY03745
. 

w[1118]; Blm[N1]/TM3, Sb[1]  

BMP2K Nak 7 LOF Transpos
able 
element 
insertion 
in exon 8 

w[1118]; 
PBac{w[+mC]=WH}Nak[f04720]  

CCT5 CCT5 14 LOF Transpos
able 
element 
insertion 
in exon 1 

P{ry[+t7.2]=PZ}CCT5[06444] 
cn[1]/CyO; ry[506]  

CCT5 CCT6 2 LOF Transpos
able 
element 
insertion 
in 
promoter 

w[67c23] 
P{w[+mC]=lacW}CCT6[G0022]/F
M7c  

DDX19
B 

Dbp80 10 RNAi Inducible 
RNAi 
expressio
n under 
UAS 

w[*]; P{w[+mC]=UAS-
Dbp80.RNAi}19-1  

GIPR Pdfr 3 LOF Transpos
able 
element 
insertion 
in 5'UTR 

y[1] 
Mi{y[+mDint2]=MIC}Pdfr[MI07832
] w[*]  

GOT2 Got2 13 LOF Naturally 
occuring 
amorphic 
allele 

Got2[nNC]/SM1 

HTT htt 12 LOF The first 
three 
exons of 
htt have 
been 
replaced 

TI{RFP[DsRed.3xP3.cUa]=TI}htt[
KO]  
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with a 
Disc\RFP
3xP3.cUa 
marker 

IL16 bbg 3 LOF Transpos
able 
element 
carrying 
a splicing 
donnor 
inserted 
in intronic 
region 

y[1] w[*]; 
Mi{y[+mDint2]=MIC}bbg[MI02662
]/TM3, Sb[1] Ser[1]  

KAT2B Gcn5 12 LOF Transpos
able 
element 
insertion 
in 5'UTR 

w[1118]; 
PBac{w[+mC]=WH}Gcn5[f02830]
/TM6B, Tb[1]  

KLRD1 rgn 1 LOF Transpos
able 
element 
insertion 
in 5'UTR 

y[1] w[67c23]; 
Mi{GFP[E.3xP3]=ET1}rgn[MB015
29]  

MAPK6 p38c 2 LOF Transpos
able 
element 
imprecise 
excision 
resulting 
in loss of 
function 

w[*]; p38c[19B1]/TM6  

MPP3 metro 11 LOF Transpos
able 
element 
insertion 
in 5'UTR 

y[1] w[*]; 
Mi{y[+mDint2]=MIC}metro[MI022
73]  

MYO19 d 2 OE UAS 
inducible 
overexpr
ession 

w[*]; P{w[+mC]=UAS-d.V5}9-F  

MYO5B d 2 OE UAS 
inducible 
overexpr
ession 

w[*]; P{w[+mC]=UAS-d.V5}9-F  

PLEC shot 4 OE UAS 
inducible 
overexpr
ession, 
GFP 
tagged 

w[*]; P{w[+mC]=UAS-shot.L(C)-
GFP}3  

PLEC shot 4 LOF Transpos
able 
element 
carrying 
a splicing 

y[1] w[*]; 
Mi{y[+mDint2]=MIC}shot[MI0358
3]/SM6a  



131 

 

donnor 
inserted 
in intronic 
region 

PLEK CG32982 1 LOF Transpos
able 
element 
carrying 
a splicing 
donnor 
inserted 
in intronic 
region 

y[1] w[*]; 
Mi{y[+mDint2]=MIC}CG32982[MI
00088]  

PLEK CG32982 1 LOF Transpos
able 
element 
inserted 
in exon 6 

y[1] w[*]; 
Mi{y[+mDint2]=MIC}CG32982[MI
00152]  

REST CG9932 2 LOF Transpos
able 
inserted 
in intronic 
region 

w[1118]; 
PBac{w[+mC]=PB}CG9932[c001
44]/CyO  

RPA1 RpA-70 15 LOF Transpos
able 
element 
insertion 
in 5'UTR 

w[1118]; P{w[+mC]=EP}RpA-
70[G5479]/TM6C, Sb[1]  

RPA1 RpA-70 15 LOF Transpos
able 
element 
insertion 
in 
promoter 

w[1118]; PBac{w[+mC]=PB}RpA-
70[c01306]  

SP3 Spps 7 LOF Transpos
able 
inserted 
in exon 

w[1118]; 
P{w[+mC]=EP}Spps[G8810]/TM6
C, Sb[1]  

SP3 CG3065 2 OE Rescue 
construct 
exoressin
g GFP 
tagged 
CG3065 
under the 
endogen
ous 
promoter 

w[1118]; PBac{y[+mDint2] 
w[+mC]=CG3065-
GFP.FPTB}VK00033  

SVIL Svil 6 OE UAS 
inducible 
overexpr
ession, 
GFP 
tagged 

w[*]; P{w[+mC]=UASp-
GFP.Svil}attP2  
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SVIL Svil 6 LOF Transpos
able 
element 
carrying 
a splicing 
donnor 
inserted 
in intronic 
region 

y[1] w[*]; 
Mi{y[+mDint2]=MIC}Svil[MI06800
]/TM3, Sb[1] Ser[1]  

TCF3 da 12 LOF Transpos
able 
element 
carrying 
a splicing 
donnor 
inserted 
in intronic 
region 

y[1] w[*]; 
Mi{y[+mDint2]=MIC}da[MI13697]  

TLR10 Tl 3 OE UAS 
inducible 
overexpr
ession, 
Venus 
tagged 

w[*]; P{w[+mC]=UASp-
Tl.Venus}4  

TP53 p53 7 LOF Transpos
able 
element 
carrying 
a splicing 
donnor 
inserted 
in intronic 
region 

y[1] w[*]; 
Mi{y[+mDint2]=MIC}p53[MI01307
]  

TRIB3 trbl 9 LOF Transpos
able 
element 
insertion 
in 
promoter 

w[1118]; 
P{w[+mC]=EP}trbl[EP1119]/TM6
B, Tb[1]  

TRIB3 trbl 9 OE UAS 
inducible 
overexpr
ession 

w[1118]; P{w[+mC]=UASp-
trbl.M}3  

UTRN Dys 9 LOF Transpos
able 
element 
carrying 
a splicing 
donnor 
inserted 
in intronic 
region 

y[1] w[*]; 
Mi{y[+mDint2]=MIC}Dys[MI01893
]/TM3, Sb[1] Ser[1]  
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Table 12: Drug-Gene interaction information of high-confidence genes is given below. Row labels 
are candidate genes who had documented interactions with FDA approved drugs in DGIdb. The 
specific drugs with which they interact is given in the column titled 'drug'. Interaction type is 
specified in the 'interaction_types' column. Lastly, the sources from which DGIdb acquired the 
drug-gene interaction is listed in the last column. Related to Figure 4. 

gene drug 
interaction
_types sources 

S1PR
3 SIPONIMOD agonist GuideToPharmacology 

S1PR
3 

FINGOLIMOD 
HYDROCHLORIDE agonist ChemblInteractions 

VDR CALCIFEDIOL agonist ChemblInteractions|TTD 

VDR ERGOCALCIFEROL agonist TdgClinicalTrial|ChemblInteractions|TEND|TTD 

VDR 
CHOLECALCIFERO
L agonist DTC|ChemblInteractions|TTD 

VDR PARICALCITOL agonist TdgClinicalTrial|ChemblInteractions|TEND|GuideToPharmacology|TTD 

VDR CALCIPOTRIENE agonist TdgClinicalTrial|ChemblInteractions 

VDR CALCIFEDIOL agonist TTD 

VDR TACALCITOL agonist GuideToPharmacology 

VDR 
DIHYDROTACHYS
TEROL agonist TdgClinicalTrial|TEND|TTD 

ESR2 
ESTROGENS, 
CONJUGATED agonist ChemblInteractions 

ESR2 

ESTROGENS, 
CONJUGATED 
SYNTHETIC A agonist ChemblInteractions 

ESR2 LASOFOXIFENE agonist GuideToPharmacology 

ESR2 ESTRADIOL agonist DTC|TdgClinicalTrial|TEND 

ESR2 QUINESTROL agonist ChemblInteractions 

ESR2 ESTRIOL agonist GuideToPharmacology 

ESR2 
ESTROGENS, 
ESTERIFIED agonist ChemblInteractions 

ESR2 

SYNTHETIC 
CONJUGATED 
ESTROGENS, B agonist ChemblInteractions 

ESR2 ESTRONE agonist GuideToPharmacology 

ESR2 

DIETHYLSTILBEST
ROL 
DIPHOSPHATE agonist ChemblInteractions 

ESR2 
ETHINYL 
ESTRADIOL agonist GuideToPharmacology 

ESR2 TAMOXIFEN 
agonist|anta
gonist DTC|TdgClinicalTrial|TEND|GuideToPharmacology|PharmGKB 

VDR 
DOXERCALCIFER
OL 

agonist|sup
pressor TdgClinicalTrial|ChemblInteractions|GuideToPharmacology|TTD 

ESR2 TRILOSTANE 
allosteric 
modulator TTD 

GRIN
3A 

ORPHENADRINE 
CITRATE antagonist ChemblInteractions 

GRIN
3A ORPHENADRINE antagonist TdgClinicalTrial|TEND 

GRIN
3A FELBAMATE antagonist TdgClinicalTrial|ChemblInteractions|TEND 

GRIN
3A 

ORPHENADRINE 
HYDROCHLORIDE antagonist ChemblInteractions 

GRIN
3A 

AMANTADINE 
HYDROCHLORIDE antagonist ChemblInteractions 

GRIN
3A MEMANTINE antagonist TdgClinicalTrial|TEND 

GRIN
3A KETAMINE antagonist TdgClinicalTrial|TEND 
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GRIN
3A 

DEXTROMETHORP
HAN antagonist TdgClinicalTrial|TEND 

GRIN
3A 

ACAMPROSATE 
CALCIUM antagonist ChemblInteractions 

ESR2 BAZEDOXIFENE antagonist TdgClinicalTrial|GuideToPharmacology 

ESR2 FULVESTRANT antagonist TALC|DTC|ChemblInteractions|GuideToPharmacology|PharmGKB 

VDR CALCITRIOL 
antagonist|a
gonist DTC|TdgClinicalTrial|ChemblInteractions|NCI|TEND|PharmGKB|TTD 

ESR2 RALOXIFENE 
antagonist|a
gonist DTC|TdgClinicalTrial|TEND|GuideToPharmacology|PharmGKB 

PARP
1 NIRAPARIB 

antagonist|i
nhibitor 

TALC|MyCancerGenome|TdgClinicalTrial|ClearityFoundationClinicalTrial|ChemblInteractio
ns|GuideToPharmacology 

FLT3 SORAFENIB 
antagonist|i
nhibitor 

TALC|TdgClinicalTrial|JAX-
CKB|TEND|DoCM|COSMIC|CIViC|GuideToPharmacology|PharmGKB|OncoKB 

FLT3 MIDOSTAURIN 
antagonist|i
nhibitor 

MyCancerGenome|TdgClinicalTrial|JAX-
CKB|ChemblInteractions|CGI|DoCM|CIViC|GuideToPharmacology|PharmGKB|TTD|FDA|
OncoKB 

IL4R DUPILUMAB 
antibody|ant
agonist ChemblInteractions|GuideToPharmacology|TTD 

PARP
1 NIACINAMIDE binder TTD 

PARP
1 

TALAZOPARIB 
TOSYLATE inhibitor ChemblInteractions 

PARP
1 

RUCAPARIB 
CAMSYLATE inhibitor ChemblInteractions 

PARP
1 OLAPARIB inhibitor 

DTC|MyCancerGenome|ClearityFoundationClinicalTrial|ChemblInteractions|CIViC|GuideT
oPharmacology 

PARP
1 TALAZOPARIB inhibitor ChemblInteractions|GuideToPharmacology 

HTT 
AMITRIPTYLINE 
HYDROCHLORIDE inhibitor ChemblInteractions 

HTT 
CLOMIPRAMINE 
HYDROCHLORIDE inhibitor ChemblInteractions 

HTT 
FLUVOXAMINE 
MALEATE inhibitor ChemblInteractions 

HTT 
ESCITALOPRAM 
OXALATE inhibitor ChemblInteractions 

HTT AMOXAPINE inhibitor ChemblInteractions 

HTT DESVENLAFAXINE inhibitor ChemblInteractions 

HTT 
PAROXETINE 
HYDROCHLORIDE inhibitor ChemblInteractions 

HTT 
DESVENLAFAXINE 
SUCCINATE inhibitor ChemblInteractions 

HTT 
DULOXETINE 
HYDROCHLORIDE inhibitor ChemblInteractions 

HTT 
PROTRIPTYLINE 
HYDROCHLORIDE inhibitor ChemblInteractions 

HTT 
FLUOXETINE 
HYDROCHLORIDE inhibitor ChemblInteractions 

HTT 
VORTIOXETINE 
HYDROBROMIDE inhibitor ChemblInteractions 

HTT 
NORTRIPTYLINE 
HYDROCHLORIDE inhibitor ChemblInteractions 

HTT 
IMIPRAMINE 
HYDROCHLORIDE inhibitor ChemblInteractions 

HTT 
VILAZODONE 
HYDROCHLORIDE inhibitor ChemblInteractions 

HTT 
VENLAFAXINE 
HYDROCHLORIDE inhibitor ChemblInteractions 

HTT MAZINDOL inhibitor ChemblInteractions 

HTT 
TRAZODONE 
HYDROCHLORIDE inhibitor ChemblInteractions 

HTT 
SERTRALINE 
HYDROCHLORIDE inhibitor ChemblInteractions 

HTT 
NEFAZODONE 
HYDROCHLORIDE inhibitor ChemblInteractions 

HTT 
PAROXETINE 
MESYLATE inhibitor ChemblInteractions 

HTT 
CITALOPRAM 
HYDROBROMIDE inhibitor ChemblInteractions 

HTT 

LEVOMILNACIPRA
N 
HYDROCHLORIDE inhibitor ChemblInteractions 



135 

 

TP53 BORTEZOMIB inhibitor TALC|CIViC 

BMP2
K BARICITINIB inhibitor GuideToPharmacology 

ABL1 PONATINIB inhibitor 
DTC|MyCancerGenome|TdgClinicalTrial|CGI|DoCM|CIViC|GuideToPharmacology|Pharm
GKB|TTD|FDA|OncoKB 

ABL1 

NILOTINIB 
HYDROCHLORIDE 
MONOHYDRATE inhibitor ChemblInteractions 

ABL1 IMATINIB inhibitor 
DTC|MyCancerGenome|TdgClinicalTrial|JAX-
CKB|NCI|CGI|TEND|COSMIC|CIViC|GuideToPharmacology|PharmGKB|FDA|OncoKB 

ABL1 
IMATINIB 
MESYLATE inhibitor ChemblInteractions 

ABL1 NILOTINIB inhibitor 
MyCancerGenome|TdgClinicalTrial|JAX-
CKB|CGI|TEND|DoCM|COSMIC|CIViC|GuideToPharmacology|PharmGKB|FDA|OncoKB 

ABL1 REGORAFENIB inhibitor ChemblInteractions 

ABL1 
PONATINIB 
HYDROCHLORIDE inhibitor ChemblInteractions 

ABL1 BOSUTINIB inhibitor 
MyCancerGenome|TdgClinicalTrial|ChemblInteractions|CGI|DoCM|COSMIC|GuideToPhar
macology|PharmGKB|TTD|FDA|OncoKB 

NQO1 DICUMAROL inhibitor NCI|PharmGKB 

FLT3 IDARUBICIN inhibitor MyCancerGenomeClinicalTrial 

FLT3 CERITINIB inhibitor GuideToPharmacology 

FLT3 PEXIDARTINIB inhibitor 
MyCancerGenome|JAX-
CKB|ChemblInteractions|CIViC|GuideToPharmacology|CancerCommons|TTD 

FLT3 SUNITINIB inhibitor 

TALC|MyCancerGenome|TdgClinicalTrial|JAX-
CKB|TEND|COSMIC|CIViC|GuideToPharmacology|MyCancerGenomeClinicalTrial|Pharm
GKB 

FLT3 AZACITIDINE inhibitor JAX-CKB|MyCancerGenomeClinicalTrial 

FLT3 GILTERITINIB inhibitor 
JAX-
CKB|ChemblInteractions|CIViC|GuideToPharmacology|PharmGKB|TTD|FDA|OncoKB 

FLT3 BORTEZOMIB inhibitor MyCancerGenomeClinicalTrial 

FLT3 CLOFARABINE inhibitor MyCancerGenomeClinicalTrial 

FLT3 PONATINIB inhibitor DTC|MyCancerGenome|JAX-CKB|CGI|DoCM|CIViC|TTD 

FLT3 SUNITINIB MALATE inhibitor ChemblInteractions 

FLT3 
SORAFENIB 
TOSYLATE inhibitor ChemblInteractions 

FLT3 NINTEDANIB inhibitor TTD 

FLT3 CABOZANTINIB inhibitor MyCancerGenome|JAX-CKB 

EPHX
2 ZAFIRLUKAST inhibitor GuideToPharmacology 

EPHX
2 OXAPROZIN inhibitor GuideToPharmacology 

ABCC
1 SULFINPYRAZONE inhibitor TdgClinicalTrial|TEND|TTD 

POLD
1 

FLUDARABINE 
PHOSPHATE inhibitor ChemblInteractions 

POLD
1 CLOFARABINE inhibitor ChemblInteractions 

POLD
1 

GEMCITABINE 
HYDROCHLORIDE inhibitor ChemblInteractions 

POLD
1 CYTARABINE inhibitor ChemblInteractions 

POLE 
GEMCITABINE 
HYDROCHLORIDE inhibitor ChemblInteractions 

POLE CYTARABINE inhibitor ChemblInteractions 

POLE 
FLUDARABINE 
PHOSPHATE inhibitor ChemblInteractions 

POLE CLOFARABINE inhibitor ChemblInteractions 

EPHA
2 VANDETANIB inhibitor ChemblInteractions 

EPHA
2 REGORAFENIB inhibitor MyCancerGenomeClinicalTrial 

CYP2
C9 BENZBROMARONE inhibitor DTC|PharmGKB 
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RET REGORAFENIB inhibitor 
TALC|MyCancerGenome|JAX-
CKB|ChemblInteractions|MyCancerGenomeClinicalTrial|TTD 

RET LENVATINIB inhibitor TALC|JAX-CKB|CIViC 

RET 
ALECTINIB 
HYDROCHLORIDE inhibitor ChemblInteractions 

RET PONATINIB inhibitor TALC|JAX-CKB|CIViC|GuideToPharmacology|MyCancerGenomeClinicalTrial|TTD 

RET SORAFENIB inhibitor DTC|MyCancerGenome|JAX-CKB|CIViC|GuideToPharmacology|PharmGKB 

RET 
SORAFENIB 
TOSYLATE inhibitor ChemblInteractions 

RET SUNITINIB MALATE inhibitor ChemblInteractions 

RET IMATINIB inhibitor TdgClinicalTrial|TEND 

RET SUNITINIB inhibitor 
TALC|MyCancerGenome|TdgClinicalTrial|JAX-
CKB|NCI|CGI|TEND|DoCM|CIViC|GuideToPharmacology|PharmGKB 

RET VANDETANIB inhibitor 

TALC|DTC|MyCancerGenome|TdgClinicalTrial|ClearityFoundationClinicalTrial|JAX-
CKB|ChemblInteractions|CGI|DoCM|CIViC|GuideToPharmacology|MyCancerGenomeClini
calTrial|PharmGKB|TTD|OncoKB 

RET GILTERITINIB inhibitor GuideToPharmacology 

NDUF
A10 

METFORMIN 
HYDROCHLORIDE inhibitor ChemblInteractions 

NDUF
A9 

METFORMIN 
HYDROCHLORIDE inhibitor ChemblInteractions 

PARP
1 RUCAPARIB 

inhibitor|ant
agonist 

TALC|MyCancerGenome|ClearityFoundationClinicalTrial|ChemblInteractions|GuideToPhar
macology|PharmGKB 

EPHA
2 DASATINIB 

inhibitor|ant
agonist DTC|TdgClinicalTrial|ChemblInteractions|CGI|TEND|DoCM|MyCancerGenomeClinicalTrial 

RET CABOZANTINIB 
inhibitor|ant
agonist 

TALC|MyCancerGenome|JAX-
CKB|CGI|CIViC|GuideToPharmacology|MyCancerGenomeClinicalTrial|PharmGKB|FDA|O
ncoKB 

ESR2 
BAZEDOXIFENE 
ACETATE modulator ChemblInteractions 

ESR2 
TOREMIFENE 
CITRATE modulator ChemblInteractions 

ESR2 
RALOXIFENE 
HYDROCHLORIDE modulator ChemblInteractions 

ESR2 

ESTRAMUSTINE 
PHOSPHATE 
SODIUM modulator ChemblInteractions 

ESR2 OSPEMIFENE modulator TdgClinicalTrial|ChemblInteractions 

ESR2 
CHLOROTRIANISE
NE modulator ChemblInteractions 

ABL1 DASATINIB 
multitarget|i
nhibitor 

MyCancerGenome|TdgClinicalTrial|JAX-
CKB|ChemblInteractions|CGI|TEND|DoCM|COSMIC|CIViC|GuideToPharmacology|Pharm
GKB|FDA|OncoKB 

 

Table 13: One-tailed hypergeometric overlaps between candidate genes identified by 
GeneEMBED and reference sets of known AD genes. Overlaps are compared across 

GeneEMBED applied to three curated networks (STRING, HINT, Brain) and an unbiased network 
(HuRI) all using the Discovery-EA dataset. Related to Figure 1. 

Gene Set (GS) 
STRING HINT Brain HuRI 

Ovlp Pval Ovlp Pval Ovlp Pval Ovlp Pval 

GWAS Meta 1 (n = 25) 1 0.091 2 0.005 1 0.051 0 1 

GWAS Meta 2 (n = 38) 1 0.142 2 0.015 1 0.057 0 1 

Comp. Tox. Database (n = 103) 2 0.047 4 0.001 2 0.024 1 0.34 

ClinVar (n = 21) 1 0.081 1 0.11 1 0.068 0 1 

DisGeNet (n = 208) 5 1.34E-03 3 0.11 2 0.096 1 0.58 
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Table 14: nDiffusion AUC and permutation based z-scores between reference sets of known AD-
genes and GeneEMBED candidate genes. Comparisons of nDiffusion performance is compared 
across GeneEMBED applied to three curated networks (STRING, HINT, Brain) and an unbiased 

network (HuRI) all on the Discovery-EA dataset. Related to Figure 1, 3.  

Gene Set (GS) 

STRING HINT Brain HuRI 

AU
C 

Z-
score 

AU
C 

Z-
score 

AU
C 

Z-
score 

AU
C 

Z-
score 

GWAS Meta 1 (n = 25) 
0.7

4 
3.7

1 
0.6

8 
1.8

6 
0.7

1 
2.6

9 
0.5

1 
-

1.59 

GWAS Meta 2 (n = 38) 
0.6

3 
2.5

4 
0.6

2 
2.3

7 
0.6

3 
2.4

6 
0.5

4 
-

0.12 

Comp. Tox. Database (n = 
103) 

0.7
6 

2.0
3 

0.7
7 

4.3
4 

0.7
2 

2.1
1 

0.6
8 

0.4
8 

ClinVar (n = 21) 
0.7

8 
2.3 

0.7
6 

3.3
4 

0.7
8 

3.9
1 

0.6
6 

0.7
6 

DisGeNet (n = 208) 
0.6

9 
3.2

6 
0.7 

5.7
7 

0.6
6 

2.1
5 

0.6
1 

-
0.41 

 

Table 15: Number of brain regions enriched and the corresponding permutation testing p-value of 
enrichment is given for GeneEMBED candidiates identified on three curated networks (STRING, 

HINT, Brain) and an unbiased network (HuRI). Related to Figure 1, 2 

  STRING HINT Brain HuRI 

Num. of Regions Enriched 2 1 0 1 

p-value 0.012 0.048 1 0.06 

 

Table 16: One-tailed hypergeometric overlaps between GeneEMBED candidate genes 
and reference sets of known AD genes. Comparisons are between the original 
GeneEMBED implementation, modified implementation which uses full-dimensional 
embeddings, and modified implementations of max(PS) or thresholded PS for edge 
weight determination. Related to Figure 1. 

 

Gene Set (GS) 

Original 
Experiment 

(n=69) 

Full Embedding 
distance (n = 

82) 

Max PS (n = 
73) 

PS Threshold 
(PS < 0.7) 

(n=72) 

Ovl
p 

Pval 
Ovl

p 
Pval 

Ovl
p 

Pval 
Ovl

p 
Pval 

GWAS Meta 1 (n = 25) 1 
0.09

1 
2 

0.00
6 

1 
0.10

1 
1 0.1 

GWAS Meta 2 (n = 38) 1 
0.14

2 
2 

0.01
7 

1 0.16 1 
0.15

8 

Comp. Tox. Database (n 
= 103) 

2 
0.04

7 
2 

0.07
3 

2 
0.05

7 
2 

0.05
7 

ClinVar (n = 21) 1 
0.08

1 
1 0.1 1 

0.08
8 

1 
0.08

7 

DisGeNet (n = 208) 5 
1.34
E-03 

7 
7.40
E-05 

5 
1.97
E-03 

5 
1.85
E-03 
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Table 17: nDiffusion AUC and permutation testing based z-scores between 
GeneEMBED candidates and reference gene sets are shown below. 

Comparisons are made between the original implementation of GeneEMBED, 
modified implementation wherein full-dimensional embeddings are used, and 

modified edge weighting schemes using Max(PS) or a thresholded PS. Related 
to Figure 1 and 3.   

Gene Set (GS) 

Original 
Experiment 

(n=69) 

Full 
Embedding 

distance (n = 
82) 

Max PS (n = 
73) 

PS Threshold 
(PS < 0.7) 

(n=72) 

AU
C 

Z-
score 

AU
C 

Z-
score 

AU
C 

Z-
score 

AU
C 

Z-
score 

GWAS Meta 1 (n = 25) 
0.7

4 
3.7

1 
0.7

3 
2.8

2 
0.7

3 
2.8

1 
0.7

5 
3.4

7 

GWAS Meta 2 (n = 38) 
0.6

3 
2.5

4 
0.6

4 
2.0

5 
0.6

3 
1.8 

0.6
5 

2.7
3 

Comp. Tox. Database (n = 
103) 

0.7
6 

2.0
3 

0.7
8 

2.7
4 

0.7
5 

1.2
7 

0.7
6 

1.6
4 

ClinVar (n = 21) 
0.7

8 
2.3 

0.7
8 

1.9
6 

0.7
6 

2.7
5 

0.7
7 

3.5
3 

DisGeNet (n = 208) 
0.6

9 
3.2

6 
0.6

7 
0.9

7 
0.7

2 
1.5

1 
0.7 

2.2
7 

 

Table 18: Number of brain regions enriched and the corresponding permutation testing based p-
value of enrichment is given for GeneEMBED candidiates identified using the original framework, 
modified framework of full-dimensional embeddings, modified edge weighting schemes of max(PS) 
and a PS threshold. Related to Figure 1, 2. 

  Original 
Experiment (n = 

69) 

Full Embedding 
Distances (n = 84) 

Max PS (n 
= 73) 

PS Threshold (PS < 
0.7) (n = 72) 

Num. of Regions 
Enriched 

2 0 1 2 

p-value 0.012 1 0.076 0.0014 

 

Table 19: One tailed hypergeometric overlap between reference gene sets (column label) and 
candidate genes identified by GeneEMBED-VIS-EA (row label) using either the observed case vs 

control experiment or randomly shuffled patient labels. Related to Figure 1 

EA Analyses CTD GWAS Meta 1 GWAS Meta 2 DGN ClinVar 

observed 0.003991 0.022989 0.0356475 0.015473 0.019344 

random 1 0.116209 1 1 0.221469 1 

random 2 0.128265 1 1 0.242841 1 

random 3 1 1 1 1 1 

random 4 0.151891 1 1 0.283848 1 

random 5 0.128265 1 1 0.242841 1 

random 6 0.134232 0.03429239 0.053003856 0.253307 0.028882 
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random 7 1 1 1 1 1 

random 8 1 1 1 1 1 

random 9 0.015581 1 1 0.056689 1 

random 10 0.186145 1 1 0.341251 1 

random 11 0.016661 0.04705683 0.072467128 0.060349 0.039674 

random 12 1 1 1 0.033525 1 

random 13 1 1 1 0.263628 1 

random 14 1 1 1 1 1 

random 15 1 1 1 1 1 

random 16 0.151891 0.03909817 0.060348772 0.283848 0.032942 

random 17 1 1 1 0.039673 1 

random 18 1 1 1 1 1 

random 19 1 1 1 0.210559 1 

random 20 1 1 1 1 1 

random 21 1 1 1 1 1 

random 22 1 1 1 1 1 

random 23 0.128265 1 1 1 0.027525 

random 24 0.180533 1 1 0.332012 1 

random 25 0.180533 1 1 0.332012 1 

 

Table 20: One-tailed hypergeometric overlap between reference gene sets (column label) and 
candidate genes identified by GeneEMBED-VIS-PPh2 (row label) using either the observed case 

vs control experiment or randomly shuffled patient labels. Related to Figure 1 

PPh2 Analyses CTD GWAS Meta 1 GWAS Meta 2 DGN ClinVar 

observed 1 1 1 1 1 

random 1 1 1 1 0.36821 1 

random 2 1 1 1 0.33201 1 

random 3 1 1 1 1 1 

random 4 1 1 1 1 1 

random 5 1 1 1 0.30351 1 

random 6 0.17488 1 1 0.05669 1 

random 7 1 1 1 1 1 

random 8 1 1 1 1 1 

random 9 1 1 1 0.03967 1 

random 10 1 1 1 1 1 

random 11 1 1 1 1 1 

random 12 0.17488 1 1 1 0.03833 

random 13 1 1 1 1 1 
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random 14 1 1 1 1 1 

random 15 0.1577 1 1 1 1 

random 16 0.15189 1 1 0.28385 1 

random 17 0.00978 1 1 0.26363 0.03024 

random 18 1 1 1 1 1 

random 19 1 1 1 0.30351 1 

random 20 1 1 1 0.26363 1 

random 21 1 1 1 1 1 

random 22 0.16346 1 1 0.30351 0.03564 

random 23 1 1 1 1 1 

random 24 1 1 1 0.24284 1 

random 25 0.01253 1 1 0.29375 1 
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