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Abstract 

AI-ENABLED ONLINE PLAN ADAPTATION FOR MR-GUIDED STEREOTACTIC 

ABLATIVE RADIOTHERAPY (SABR) OF HEAD AND NECK CANCER 

 

Yao Zhao, M.S. 

Advisory Professors: Jinzhong Yang, Ph.D. 

 

 Head and neck cancer (HNC) is a prevalent cancer type worldwide. Stereotactic 

ablative radiotherapy (SABR) has emerged as an effective treatment for HNC, delivering 

highly conformal doses to the tumor target while sparing surrounding normal tissues with a 

sharp dose gradient. However, the accuracy of the treatment delivery is limited by setup 

errors, anatomical changes, and intra-/inter-fraction organ motion. The emergence of MR-

guided adaptive radiotherapy (ART) has the potential to further improve the SABR of HNC, 

by providing superior visualization of soft tissue and enabling real-time plan adaptation 

based on the daily anatomical changes of patients. This novel technology has the potential 

to achieve improved local control and normal tissue sparing in HNC patients. However, its 

clinical implementation is challenged by the available technologies of accurate delineation of 

gross tumor volume (GTV) for treatment planning and the real-time accurate contouring for 

MR-based adaptive planning. The purpose of this study is to address the challenges 

associated with MR-guided online ART for HNC SABR by automating the key steps in the 

clinical workflow using deep learning methods.  

 First, we developed an advanced auto-segmentation framework to automate the 

GTV delineation for SABR treatment planning. The framework was specifically designed to 

simulate the GTV delineation process performed by radiation oncologists, and multimodality 

images (CT, PET, and MRI) were included to improve the contouring accuracy. We found 

that more than 95% of the automatically generated GTVs were clinically acceptable.   
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Next, we automated the deformable image registration between planning and daily 

images, enabling accurate and rapid contour propagation for the MR-guided online ART. A 

novel hierarchical registration framework was proposed and validated for CT-to-MR and MR-

to-MR deformable image registration. Our evaluation demonstrated superior performance 

than traditional registration tool implemented in current clinical practice.  

The last component of this project was to automate the generation of high-quality 

synthetic CT from daily MR images for MR-based adaptive planning and dose calculation. 

To achieve this, we developed a novel deep learning model based on Cycle Generative 

Adversarial Network. We validated both image quality and dosimetric accuracy of the 

generated synthetic CT images by comparing them to their corresponding real CT images.   

In conclusion, we have developed and validated the advanced deep learning 

methods for GTV autosegmentation, deformable image registration, and synthetic CT 

generation. These tools enabled automation of key steps in the MR-guided online ART 

workflow for HNC SABR, improving the accuracy and efficiency of treatment planning and 

delivery. 

  



   

 

viii 
 

Contents 

APPROVAL PAGE ................................................................................................................. i 
Title Page ............................................................................................................................... i 
Dedication ............................................................................................................................ iii 
Acknowledgements .............................................................................................................. iv 
Abstract ................................................................................................................................ vi 
List of Illustrations ................................................................................................................ xi 
List of Tables ..................................................................................................................... xvii 
Chapter 1: Introduction ......................................................................................................... 1 

1.1 Background ................................................................................................................ 1 
1.2 Stereotactic Ablative Radiotherapy (SABR) ................................................................ 4 
1.3 Auto-segmentation in HNC Radiotherapy ................................................................... 7 
1.4 MR-guided Adaptive Radiation Therapy.....................................................................10 

1.4.1 MR-Linac .............................................................................................................11 
1.4.2 On-line Adaptive Workflow ..................................................................................12 
1.4.3 MR-based Planning .............................................................................................14 

1.5 Summary ...................................................................................................................15 

Chapter 2: Central Hypothesis, Specific Aims, and Dissertation Organization .....................17 

2.1 Central Hypothesis ....................................................................................................17 
2.2 Specific Aims .............................................................................................................17 
2.3 Dissertation Organization ...........................................................................................18 

Chapter 3: Data Augmentation for Auto-segmentation ........................................................19 

3.1 Abstract .....................................................................................................................19 
3.2 Introduction ................................................................................................................21 
3.3 Methods and Materials ...............................................................................................22 

3.3.1 Patient Data ........................................................................................................22 
3.3.2 Learning anatomy variations................................................................................23 
3.3.3 Synthesizing new samples ..................................................................................25 
3.3.4 Training data .......................................................................................................27 
3.3.5 Segmentation model ...........................................................................................28 
3.3.5 Evaluation ...........................................................................................................28 

3.4 Results ......................................................................................................................29 

3.4.1 Synthesized CT scans .........................................................................................29 
3.4.2 Segmentation accuracy .......................................................................................30 
3.4.3 Impact of the number of PCA models ..................................................................32 
3.4.4 Impact of the number of synthetically generated CT scans ..................................33 
3.4.5 Comparison with the state of the art ....................................................................34 

3.5 Discussion .................................................................................................................36 
3.6 Conclusion .................................................................................................................40 

Chapter 4: Gross Tumor Volume Auto-segmentation Based on Multimodality Images ........42 

4.1 Abstract .....................................................................................................................42 



   

 

ix 
 

4.2 Introduction ................................................................................................................44 
4.3 Materials and Methods ...............................................................................................46 

4.3.1 Data acquisition and preprocessing .....................................................................47 
4.3.2 Two-staged auto-segmentation framework development .....................................48 
4.3.3 Network architectures ..........................................................................................49 
4.3.4 Stage 1: GTV localization ....................................................................................49 
4.3.5 Stage 2: GTV segmentation ................................................................................50 
4.3.5 Evaluations and implementation ..........................................................................51 

4.4 Results ......................................................................................................................52 

4.4.1 Quantitative results ..............................................................................................53 
4.4.2 Qualitative results ................................................................................................56 
4.4.3 Clinical evaluation ...............................................................................................58 
4.4.4 Tumor size impact ...............................................................................................59 
4.4.5 Auto-segmentation with missing modality ............................................................61 

4.5 Discussion .................................................................................................................63 
4.6 Conclusion .................................................................................................................69 

Chapter 5: Automated Deformable Image Registration for MR-guided Adaptive 

Radiotherapy .......................................................................................................................70 

5.1 Abstract .....................................................................................................................70 
5.2 Introduction ................................................................................................................72 
5.3 Methods and Materials ...............................................................................................76 

5.3.1 Overview .............................................................................................................76 
5.3.2 Whole volume global registration .........................................................................78 
5.3.3 Patch-based local registration .............................................................................78 
5.3.4 Patch-based deformable registration: ViT-Morph.................................................80 
5.3.5 Loss function and training strategy ......................................................................81 
5.3.6 Data acquisition and preprocessing .....................................................................82 
5.3.7 Evaluations and implementation ..........................................................................83 

5.4 Results ......................................................................................................................84 

5.4.1 Registration accuracy: inter-modality (CT-to-MR) registration ..............................84 
5.4.2 Registration accuracy: intra-modality (MR-to-MR) registration .............................88 
5.4.3 Regularization Analysis .......................................................................................90 

5.5 Discussion .................................................................................................................91 
5.6 Conclusions ...............................................................................................................94 

Chapter 6: Automated Synthetic CT Generation from MRI for MR-based Treatment Planning

 ............................................................................................................................................96 

6.1 Abstract .....................................................................................................................96 
6.2 Introduction ................................................................................................................98 
6.3 Methods ................................................................................................................... 101 

6.3.1 Overview ........................................................................................................... 101 
6.3.2 Data acquisition ................................................................................................. 103 
6.3.3 Preprocessing ................................................................................................... 104 



   

 

x 
 

6.3.4 Preprocessing ................................................................................................... 105 
6.3.5 Network training ................................................................................................ 107 
6.3.6 Validation and evaluations ................................................................................. 110 

6.4 Results .................................................................................................................... 111 

6.4.1 Imaging quality evaluation ................................................................................. 111 
6.4.2 Imaging quality evaluation ................................................................................. 116 
6.4.3 Effect of the extent of truncation ........................................................................ 119 
6.4.4 Dosimetric evaluation ........................................................................................ 121 

6.5 Discussion ............................................................................................................... 124 
6.6 Conclusion ............................................................................................................... 129 

Chapter 7: Discussion ....................................................................................................... 130 

7.1 Project Summary ..................................................................................................... 130 
7.2 Discussion of Specific Aims ..................................................................................... 130 

7.2.1 Aim 1: Automate GTV delineation from fusion of multi-modal images for treatment 

planning ..................................................................................................................... 130 
7.2.2 Aim 2: Automate deformable registration of simulation CT and daily MRI for 

adaptive planning ....................................................................................................... 132 
7.2.3 Aim 3: Automate synthetic CT generation from MR images for MR-based adaptive 

planning ..................................................................................................................... 133 

7.3 Study Limitations and Future Direction .................................................................... 134 
7.4 Conclusion ............................................................................................................... 138 

Vita .................................................................................................................................... 179 

 



   

 

xi 
 

List of Illustrations 

Figure 1: The estimated age-standardized rates (ASRs) of head and neck cancers incidence 

worldwide. The map was generated using the GLOBOCAN website (https://gco.iarc.fr/)  

mapping tool by selecting the ‘hypopharynx’, ‘larynx’, ‘lip, oral cavity’, ‘nasopharynx’ and 

‘oropharynx’ cancer sites. ..................................................................................................... 1 

Figure 2: Example of an HNC patient treated with SABR at MD Anderson Cancer Center. A 

total dose of 45 Gy was delivered in five fractions. Image courtesy of Ho et al.[56]. ............. 6 

Figure 3: A diagram showing that different imaging modalities provide different types of 

information of information about the tumor volume and surrounding structures. Image 

courtesy of Yang et al. [73] ................................................................................................... 9 

Figure 4: The workflow of MR-guided adaptive radiotherapy. The contours are propagated 

from the planning CT to the daily MRI by deformable image registration. The adaptive plan 

is then optimized based on the daily MRI with the updated contours. ..................................13 

Figure 5: An illustration of the synthetic CT generated from daily MRI by bulk density 

assignment method in Monaco treatment system. The average electron density is assigned 

to each structure based on the deformed contours. .............................................................14 

Figure 6. General workflow of the principal component analysis (PCA) approach to generate 

synthetic CT scans. Deformation vector fields (DVF) from deformable image registration 

(DIR) between a well-contoured image and other CT scans are used to create the PCA 

model. Then, the PCA model can simulate random deformations applied to the contoured 

CT scan, to create infinite number of synthetic CT scans with contours ..............................27 

Figure 7. Comparisons between original and synthetic CT scans with contours. The top row 

are the original CT scans, and the bottom row are the corresponding synthetic CT scans. .29 

Figure 8. Dice values vary with the number of synthetic CT scans (shown in the left column) 

and the number of PCA models used to generate the synthetic CT scans (shown in the right 



   

 

xii 
 

column) for training the V-net. Different numbers of PCA models were used to generate the 

synthetic CT scans (e.g., PCA1 represents one PCA model). Numbers of synthetic CT 

scans were evenly distributed between the PCA models. (a) Left parotid; (b) right parotid; (c) 

submandibular gland. ..........................................................................................................31 

Figure 9. Physician-drawn contours (red colorwash) were compared with the auto-

segmentation results (blue contours) by our networks trained on 2000 synthetic CT scans 

generated by 10 PCA models. (a) Parotid glands (Dice=86.9%). (b) Submandibular glands 

(Dice=82.0%). .....................................................................................................................33 

Figure 10. Dice values varied with the number of synthetic CT scans used to train the V-net. 

Synthetic CT scans were generated from 10 PCA models, with the number of synthetic CT 

scans evenly distributed between the PCA models. ............................................................34 

Figure 11. Framework of two-staged coarse-to-fine segmentation network for the automated 

gross tumor volume (GTV) delineation using planning CT, PET, and MR images. ..............47 

Figure 12. Quantitative evaluation results. Boxplots show the Dice similarity coefficient, 

mean surface distance, 95% Hausdorff Distance, precision, and recall results of 

GTV(CT/PET) and GTV(CT/PET/MR) compared with the ground-truth manual contours. ...55 

Figure 13. The auto-generated GTVs compared to the physician contours. (a) are the 

sagittal views of two patients. (b-d) are the axial view of the GTVs, shown on planning CT, 

PET, and MR images, respectively. Green is the GTV delineated by physician; Red is the 

GTV contour auto-generated based on CT/PET (in Stage 1); Blue is the GTV contour auto-

generated based on CT/PET/MR (in Stage 2). Second row are the zoom-in figures of the 

orange boxes shown in the first row. ...................................................................................57 

Figure 14. Relationship between DSC and GTV volume size. The mean and standard 

deviation of DSC results are shown for small volume, medium volume, and large volume 

GTVs, respectively. .............................................................................................................59 



   

 

xiii 
 

Figure 15. Examples of two cases with large and small tumor sizes. The first row shows the 

axial, sagittal and coronal views of a patient with tumor volume of 6.6 cm3, and the DSC for 

the auto-generated GTV is 0.65. The second row shows a patient with tumor volume of 57.3 

cm3 with DSC of 0.78. Green is the GTV delineated by physician; Blue is the GTV contour 

auto-generated based on CT/PET/MR (in Stage 2). ............................................................61 

Figure 16. An example of the GTVm (PET), GTVm (MR), and GTVm (Composite) used in 

clinic, which are shown on PET, MR and planning CT images, respectively. .......................64 

Figure 17. The auto-generated GTV (PET/CT) compared to the physician contours. Auto-

generated GTV (PET/CT), the clinical GTVm (PET) delineated by physician and the clinical 

GTVm (Composite) are shown as red, orange, and green contours, respectively. The first 

row is the comparison between GTV (PET/CT) and clinical GTVm (PET) shown in planning 

CT (a) and PET (b) images. The second row is the comparison between GTV (PET/CT) and 

corresponding GTVm (Composite) shown in planning CT (a) and PET (b) images...............66 

Figure 18: Illustration of the anatomical coverage of head and neck cancer patient ............73 

Figure 19: Overall framework of Patch-RegNet consisting of three-stage registrations: a 

whole volume rigid registration, a patch-based rigid registration, and a patch-based 

deformable registration. The patch-based registration model that includes stages 2 and 3 is 

shown in (b) and (c). (b) The schematic illustration of ViT-Morph: a hybrid network of vision 

transformer (ViT) and VoxelMorph; (c) the details of the convolutional neural network (CNN): 

a combination of a modified residual-UNet and ViT. The transformer encoder consists of 12 

alternating layers of Multihead Self-Attention (MSA) and Multi-Layer Perceptron (MLP) 

blocks. .................................................................................................................................77 

Figure 20: Illustration of patch processing with adjustable parameters stride s and cropping 

c. (a) Patch extraction. (b) Patch fusion. (c) Patch extraction is restricted within the patient 

body. h × w is the patch size. The diagram is shown in 2D, but the actual implementation is 

in 3D. ..................................................................................................................................79 



   

 

xiv 
 

Figure 21: Qualitative evaluation results of different registration methods. The manual 

contours (red color-wash) are compared with the deformed contours from Monaco (yellow), 

VoxelMorph-MIND (green), ViT-Morph-MIND (purple), and our Patch-RegNet (blue) 

methods. .............................................................................................................................85 

Figure 22: Quantitative evaluation results of different methods for inter-modality (CT-to-MR) 

registration. Boxplots showing DSC and MSD results for various anatomical structures using 

Monaco, VM (VoxelMorph-MIND), ViT-Morph (ViT-Morph-MIND), and our Patch-RegNet 

methods. DSC: Dice similarity coefficient. MSD: mean surface distance. ............................88 

Figure 23: Quantitative evaluation results of different methods for intra-modality (MR-to-MR) 

registration. Boxplots showing DSC and MSD results for various anatomical structures using 

Monaco, VM (VoxelMorph-MIND), and our Patch-RegNet methods. DSC: Dice similarity 

coefficient. MSD: mean surface distance. ............................................................................90 

Figure 24: Average DSC results of test data for Patch-RegNet with varied regularization 

parameter λ .........................................................................................................................91 

Figure 25: Illustration of the truncated MR images in the clinic. The truncation is observed in 

the posterior region of the head. ........................................................................................ 101 

Figure 26: Schematic flow chart of the proposed model for truncated MR-based synthetic CT 

generation. Blue part shows the training stage of our proposed method, which consists of 

two generators and two discriminators. Both the truncated MR and original MR images are 

used for training. Yellow part shows the synthesizing stage, where a new testing MR image 

is fed into the well-trained generator to create the sCT image. .......................................... 103 

Figure 27: The details of the residual-UNet network: a combination of UNet architecture and 

residual blocks. ................................................................................................................. 106 

Figure 28: Illustration of the cycle-consistency loss calculation. (a) The cycle-consistency 

loss is calculated between synthetic MR (sMR) and truncated MR images. (b) The cycle-

consistency loss is calculated between sMR and original MR images. .............................. 108 



   

 

xv 
 

Figure 29: Comparison of actual computed tomography (CT) and synthetic CT (sCT) images 

generated by different models. Two examples (a, b) are included for illustration. (a1, b1) and 

(a2, b2) are the axial view of truncated MR images and original MR images with full 

anatomy. (a3, b3) are the corresponding real CT images for comparison. The sCT images 

generated by different models are shown as (a4, b4) for cycleGAN-trunc model, (a5, b5) for 

Comp-cycleGAN model, (a6, b6) or Comp-cycleGAN (contour) model, and (a7, b7) for 

cycleGAN-full model. ......................................................................................................... 114 

Figure 30: Comparison of actual computed tomography (CT) and synthetic CT (sCT) images 

generated by different models. Two examples (a, b) are included for illustration. (a1, b1) and 

(a2, b2) are the sagittal and coronal views of truncated MR images and original MR images 

with full anatomy, respectively. (a3, b3) are the corresponding real CT images for 

comparison. The sCT images generated by different models are shown as (a4, b4) for 

cycleGAN-trunc model, (a5, b5) for Comp-cycleGAN model, (a6, b6) or Comp-cycleGAN 

(contour) model, and (a7, b7) for cycleGAN-full model. Green outlines are the external body 

contours of the original MR images and shown on all CT and sCT images. (This figure is 

best viewed in the online version)...................................................................................... 115 

Figure 31: Comparison of anatomy compensation in the truncated regions of sCT images 

generated by different models. The axial view of truncated MR and original MR images are 

shown as (a5, c5) and (a6, c6), respectively. The first and second rows show the sCT 

images generated by cycleGAN-trunc (a1, c1), the Comp-cycleGAN model (a2, c2), the 

Comp-cycleGAN(contour) model (a3, c3), and the cycleGAN-full model (a4, c4). The insets 

(b1-b4, d1-d4) show the zoomed-in images of truncation regions in sCT images (a1-a4, c1-

c4), outlined by the red boxes. (This figure is best viewed in the online version) ............... 117 

Figure 32: Dose comparison between planning CT and synthetic CT for a same treatment 

planning. The isodose lines are shown for comparison. .................................................... 123 



   

 

xvi 
 

Figure 33: Comparison between DVH plots of planning CT (solid lines) and synthetic CT 

(dashed lines). The target and organs at risk include CTV (7000cGy), CTV (5016 cGy), right 

submandibular gland, mandible, spinal cord, and brainstem. ............................................ 123 

Figure 34: The illustration of trilinear interpolation method for dose accumulation. The left is 

the reference image, and the right is the moving image. Image courtesy of Chetty el al. [263]

 .......................................................................................................................................... 136 

 

 

 



   

 

xvii 
 

List of Tables 

Table 1. A summary of different MR-linac systems. [94], [97] ..............................................12 

Table 2. Performance comparison between our models and state-of-the-art autocontouring 

tools. The best Dice results of PCA 10, 20, and 30 were chosen for comparison. MACS, 

multi-atlas contouring service; MACS-AS multi-atlas contouring service with atlas selection; 

V-Net means our V-Net model trained with the same training dataset of Rhee et al[150]. 

PCA, principal component analysis. PCA 10 means that 10 PCA models were used to 

create synthetic CT scans; SD: standard deviation..............................................................36 

Table 3. Five-point scale for evaluating the quality of auto-generated GTVs. ......................52 

Table 4. Two-point scale for evaluating the impact of MR images on the accuracy of GTV 

delineation. ..........................................................................................................................52 

Table 5. Evaluation results of test set for GTVs auto-generated in stage 1: GTV (CT/PET), 

and in stage 2: GTV(CT/PET*) and GTV(CT/PET/MR) using DSC, MSD, HD95, precision 

and recall. GTV(CT/PET*) represents the GTV generated based on CT and PET images in 

stage 2. ...............................................................................................................................54 

Table 6. The evaluation scores of the clinical acceptability of GTV (CT/PET) and GTV 

(CT/PET/MR) of 10 randomly selected patents. ..................................................................58 

Table 7. Quantitative results for our model trained to handle missing PET images. Model 1 

was trained with PET/CT and blank/CT images, Model 2 was trained with CT images only, 

and Model 3 was trained with real PET/CT images. ............................................................62 

Table 8. Quantitative comparison of two models for GTV auto-segmentation using 

CT/PET/MR and CT/MR images. ........................................................................................63 

Table 9. Quantitative comparison of different methods for inter-modality (CT-to-MR) 

registration. The average Dice similarity coefficient (DSC) (%) and mean surface distance 



   

 

xviii 
 

(MSD) (mm) and their standard deviations are calculated over all 7 organs for all test 

patients. The bolded numbers denote the highest scores. ...................................................86 

Table 10. Quantitative comparison of different methods for intra-modality (MR-to-MR) 

registration. The average Dice similarity coefficient (DSC) (%) and mean surface distance 

(MSD) (mm)) and their standard deviations are calculated over all 7 organs for all test 

patients. The bolded numbers denote the best scores. .......................................................89 

Table 11. Quantitative comparison of image quality of sCT generated by different models.

 .......................................................................................................................................... 113 

Table 12. Quantitative comparison between different models for anatomy compensation. All 

the evaluation metrics are calculated within the truncated regions. ................................... 119 

Table 13. Quantitative evaluation of Comp-cycleGAN for different truncation cases:10mm, 

15mm, 20mm, 25mm. The metric, MAE Whole, is calculated within the whole volume of the 

patient body. The other evaluation metrics are only calculated within the corresponding 

truncated regions .............................................................................................................. 120 

Table 14. Quantitative evaluation of Comp-cycleGAN for different truncation cases:10mm, 

15mm, 20mm, 25mm. The metric, MAE Whole, is calculated within the whole volume of the 

patient body. The other evaluation metrics are only calculated within the corresponding 

truncated regions .............................................................................................................. 121 

Table 15. The mean difference percentage between the DVH parameters calculated on 

planning CT and synthetic CT on all test patients. The parameters of Dmean, D95%, and D5% 

are included for evaluation. SMG: submandibular gland. ................................................... 122 



   

 

1 
 

Chapter 1: Introduction 

1.1 Background   

Head and neck cancers (HNC) represent a significant global health challenge, 

ranking seventh among cancer types in terms of incidence. The disease causes 

approximately 890,000 new cases and 450,000 deaths worldwide annually (Figure 1Figure 

7)[1]. In the United States, it accounts for 3% of all cancer cases and about 1.5% of all 

cancer-related deaths [2]. The HN region is anatomically complex and encompasses a 

diverse range of structures, including the oral cavity, pharynx (including the nasopharynx, 

oropharynx, and hypopharynx), larynx, paranasal sinuses, nasal cavity, and salivary glands, 

etc. This anatomical diversity leads to a marked heterogeneity of tumors arising in the HN 

region, with each tumor type exhibiting unique clinical and pathological characteristics [3]. 

 

 

Figure 1: The estimated age-standardized rates (ASRs) of head and neck cancers incidence 

worldwide. The map was generated using the GLOBOCAN website (https://gco.iarc.fr/)  

mapping tool by selecting the ‘hypopharynx’, ‘larynx’, ‘lip, oral cavity’, ‘nasopharynx’ and 

‘oropharynx’ cancer sites. 

 

https://gco.iarc.fr/
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HNC predominantly affect the elderly and are closely associated with the use of 

tobacco and alcohol consumption [4]. The global incidence of these cancers is slowly 

declining, in part due to the decreased use of tobacco[1]. In recent years, infection with 

cancer-causing types of human papillomavirus (HPV), especially HPV Type 16, has 

emerged as another significant risk factor for oropharyngeal cancer[3], [5]. Apart from the 

abovementioned factors, the use of paan (betel quid)[6], occupational exposure to wood 

dust, nickel dust, or formaldehyde[7], radiation exposure[8], [9], Epstein-Barr virus 

infection[10], Asian ancestry[7], and underlying genetic disorders[11], have also been 

reported as risk factors for certain types of HNCs. 

The treatment of HNC typically involves a combination of surgery, chemotherapy, 

and radiation therapy (RT). Surgery may be a viable treatment option for patients with early 

stage HNC, but it is often accompanied by significant morbidity. It may result in 

postoperative functional deficits and physical deformities, which can have a negative impact 

on elderly patients[12]. For patients with advanced stage cancers or those who are not 

suitable for surgical treatment, RT with or without chemotherapy is the standard treatment 

option. However, the addition of chemotherapy increases the risk of toxicity and can be 

particularly challenging for patients with multiple medical comorbidities. Such patients are at 

higher risk of experiencing treatment intolerance, which may result in hospitalization and 

interruptions to the treatment course[13]. Therefore, high precision RT has become one of 

the most effective treatments for HNC and yields better functional outcomes when compared 

to other approaches[14], [15]. It has been reported that approximately 75% of all HNC 

patients receive RT, either for curative or palliative intent [16]. However, even with state-of-

the-art techniques like intensity modulated radiation therapy (IMRT) or volumetric modulated 

arc therapy (VMAT), the benefits of RT must be weighed against the potential side effects 

from the treatment owing to the delivered dose to adjacent critical structures, including the 

brain stem, cranial nerves, and major blood vessels.   
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To enhance local tumor control while minimizing toxicity, stereotactic ablative 

radiotherapy (SABR) has been increasingly used to treat various HN tumors[17], [18]. It 

typically delivers highly conformal dose to the tumor target with improved local control in 

limited treatment fractions (typically 1-5 fractions in <2 weeks)[19]. Due to the extreme high 

dose in each fraction, accurate patient setup is vital to reduce possible high dose delivered 

to organs at risk that are very close to the target tumor[20]. The recently developed MR 

guided linear accelerator (MR-Linac) has the potential to substantially reduce treatment 

setup error by enabling MR-guided radiotherapy (MRgRT) for HNC[21]. The integrated MR-

Linac provides an excellent platform for high-quality online adaptive radiotherapy (ART) to 

take advantage of superior MR-based soft tissue visualization before and during SABR 

treatment. Compared to conventional CT-based image-guidance, the advanced MRgRT 

allows more accurate patient setup, smaller target margins, and improved normal tissue 

sparing. Therefore, MR-guided online adaptive RT has the potential for dose escalation and 

better normal tissue sparing. However, its clinical usability is limited by the available 

technology of fast and accurate contouring for online adaptive planning and accurate dose 

accumulation of adaptive plans for treatment evaluation [22]. Furthermore, the challenge in 

accurate definition of the gross tumor volume (GTV) in treatment planning further impedes 

the clinical usability of MR-guided online adaptive RT for HNC SABR  [23]–[27].   

SABR of HNC begins with the delineation of target volumes by radiation oncologists. 

However, defining the true GTV in an accurate and consistent manor remains a major 

challenge in HNC [28]–[30]. Studies have showed that integrated multi-modal imaging can 

result in more accurate and consistent delineation of HNC GTV [31]–[35]. In our routine 

SABR clinic, physicians delineated GTV manually based on a combination of simulation CT, 

Positron Emission Tomography (PET), and Magnetic Resonance Imaging (MRI). The 

manual delineation is time-consuming and subjective and suffers from low reproducibility 

and high inter-observer variability. Recent publications and our studies demonstrated a 
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great potential of using deep learning in HNC GTV segmentation [36]–[40]. However, to the 

best of our knowledge, there does not exist a robust auto-segmentation tool for HNC GTV 

delineation, particularly for SABR having a small GTV, with a comprehensive clinical 

evaluation using a combination of CT, PET and MR images. 

The key enabling technology for MR-guided online ART is deformable image 

registration (DIR) between the simulation CT scan, where the radiation treatment is initially 

planned, and the daily MRI scans [41]. The DIR establishes the relationship between the CT 

and MRI scans so that the original treatment plan can be adapted and re-optimized based 

on daily anatomy to achieve optimal treatment delivery. However, DIR between CT and MRI 

has long been a difficult task for extracranial sites due to significant contrast differences and 

anatomical variations over time [42]. Traditional DIR methods based on maximizing image 

similarity between two images is computationally intensive and inefficient to provide 

accurate and fast contour propagation for online ART. Additionally, another challenge for 

MR-guided online ART is that treatment planning relies on CT scans to provide electron 

density for dose calculation. However, the electron density is not available on the MR-based 

adaptive planning [43]. Most current clinical implementations use simple bulk electron 

density override to generate synthetic CT from daily MR, which might compromise the 

dosimetric accuracy due to the approximation of electron density on the synthetic CT [44].  

In comparison, deep leaning methods developed in recent years have been demonstrated to 

have superior performance in image registration and synthetic CT generation compared to 

the traditional methods [45]. Despite their strengths, deep learning methods have yet to be 

explored to enable automated and accurate MR-guided online ART for HNC.  

1.2 Stereotactic Ablative Radiotherapy (SABR)   

SABR, also known as stereotactic body radiotherapy (SBRT), has been explored as 

a potential treatment option for HNC in various settings. SABR is a highly precise radiation 
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therapy technique that uses multiple fields and advanced image guidance system to deliver 

highly conformal dose to the tumor target while sparing dose to surrounding normal tissues 

with a sharp dose fall-off. Unlike conventional radiation therapy, which involves spreading 

small daily doses over several weeks of treatment, SABR delivers high dose per fraction 

(typically > 5-8 Gy per fraction) with steep dose gradients in shorter treatment durations (1-5 

fractions) [46]. Previous studies have shown that it has been used for the treatment of 

previously untreated HNC[47], or as a boost following conventional external beam RT[48]. 

Nevertheless, SABR has been mainly reported to be used as retreatment after locoregional 

recurrence in HNC[49], [50]. Additionally, it has been utilized for oligometastatic tumors in 

HN region[51], [52]. Although further accumulation of long-term clinical outcome data is 

necessary, SABR has demonstrated particular efficacy in patients with recurrent or 

unresectable HNC malignancies, leading to improved local control outcomes while 

minimizing exposure to normal tissues[49], [50], [52]–[54]. 

One primary objective of SABR is to reduce the unwanted dose to surrounding 

normal tissue by minimizing the planning target volume (PTV) margins and facilitating rapid 

dose fall-off beyond the target volume. Due to the high-gradient doses and precise targeting 

involved in SABR, a highly reproducible and accurate immobilization system is needed to 

effectively reduce patient movement and anatomical uncertainties in the treatment position. 

To ensure the delivery of the prescribed radiation dose to the clinical target volume (CTV), 

the PTV is designed to account for uncertainties in treatment delivery, and plays a crucial 

role in the treatment process [55]. In conventional IMRT, the recommended PTV margins 

range from 5-8 mm with daily guidance under image-guided radiation therapy (IGRT). 

However, due to the extremely high doses delivered in each treatment fraction, PTV 

margins for SABR of HNC are typically less than 3mm and require online IGRT performed 

before and during treatment delivery [56]. State-of-the-art SABR systems utilize a 

combination of immobilization devices, IGRT and advanced treatment planning and delivery 



   

 

6 
 

software, which can decrease the PTV margins to 0-2 mm [56]. Figure 2 shows an example 

of an HNC patient with a skull base recurrence treated with SABR at MD Anderson Cancer 

Center [56]. The treatment process started with a pretreatment MRI for diagnostic purpose. 

Subsequently, the planning CT and the high-resolution planning MRI were obtained in the 

treatment position for accurate GTV declination and treatment planning. Immobilization 

devices, including a customized posterior cushion, mask, and bite block, were utilized to 

minimize the patient motion during treatment. A SABR plan with a prescription dose of 45 

Gy was delivered in five fractions every other day. Additionally, a follow-up MRI was taken 

six months after treatment to evaluate the outcome. 

 

Figure 2: Example of an HNC patient treated with SABR at MD Anderson Cancer Center. A 

total dose of 45 Gy was delivered in five fractions. Image courtesy of Ho et al.[56]. 

 

 The implementation of SABR offers several advantages that make it an attractive 
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option for treating HNCs. One advantage of SABR is its ability to reduce the number of 

treatment fractions and shorten the overall treatment course. In comparison to conventional 

RT, which typically requires 6-7 weeks of treatment, SABR can be completed in less than 

two weeks. This shorter treatment course not only enhances patient convenience but also 

can result in financial benefits for both patients and healthcare systems. Additionally, the 

reduced treatment course of SABR may allow for a shorter interval for systemic therapy in 

patients at high risk for regional or metastatic disease, potentially improving overall 

treatment outcomes [56]. Although the radiobiology of SABR is not yet fully understood, it 

has been shown to provide a biological advantage by delivering large doses in a few 

fractions [57]. The hypofractionation with high dose-per-fraction in SABR has the potential to 

leverage additional mechanisms of cell kill, which could be especially beneficial in the 

recurrent HNCs where treatment-resistant clonogens are enriched. Furthermore, the shorter 

treatment duration of SABR may also address the issue of accelerated repopulation and 

lead to better outcomes in HNCs [58]. Despite the potential benefits of SABR, there are 

concerns that the higher dose-per-fraction may impede sublethal damage repair processes 

in health tissue, resulting in an increased risk of late toxicity [59]. The emergence of hybrid 

MR-Linac provides a new platform to further minimize this risk [60]. MR-Linac can acquire 

high-quality images of the tumor and surrounding soft tissue before and during treatment. It 

also provides an online plan adaption for accurate and precise targeting of the tumor while 

minimizing radiation exposure to healthy tissue, thereby reducing the risk of late toxicity.  

Overall, SABR offers a promising option for the treatment of HNCs, and the use of advanced 

image guidance systems can further enhance its effectiveness and safety. 

1.3 Auto-segmentation in HNC Radiotherapy  

RT treatment planning for HNCs begins with the delineation of tumor volumes and 

surrounding organs at risk (ORAs) based on the simulation planning CT. The accuracy of 
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target and OARs delineation is crucial for effective and safe RT for HNCs. However, this 

process is resource-intensive, time-consuming, and heavily relies on expert knowledge, 

which may lead to inter- and intra-observer variability [61]. Automated and accurate 

segmentation of target and OARs is important to streamline this process and reduce human 

errors, resulting in more consistent and precise RT planning for HNCs.   

Accurate and automatic segmentation of HNC CT images poses significant 

challenges due to the complexity and variability of anatomical structures involved. 

Additionally, some structures have small volumes, and the poor contrast of soft tissues in CT 

images further complicates the segmentation process [62]. In recent years, deep learning 

(DL) has been widely investigated and demonstrated as effective segmentation approaches 

for HN normal tissue delineation [61], [63]–[65]. Studies have shown that DL models can 

achieve segmentation accuracy comparable to manual segmentation by radiation 

oncologists [61], [66]–[68]. These approaches have the potential to reduce the time and 

resource required in the segmentation process and improve the consistency and 

reproducibility of segmentation results. 

Recent developments in the automation of workflow, normal tissue auto-contouring, 

and automatic dose optimization have made fully automating radiation treatment planning 

more achievable [69]–[72]. The last obstacle to achieving a full automation of the entire 

planning process is the auto-contouring of GTV, which remains a major challenge for HNC. 

However, the availability of multiple imaging modalities, such as PET and MRI, has provided 

clinicians with additional information to improve GTV delineation. As shown in Figure 3, 

these modalities offer complementary information to CT, such as functional and metabolic 

activity of tissues, as well as superior soft tissue contrast, respectively [73]. By combining 

the information from these different modalities, clinicians can achieve a completer and more 

accurate picture of the tumor volume. Studies have demonstrated that the use of PET and 

MRI in combination with CT can substantially improve the accuracy and consistency of GTV 



   

 

9 
 

delineation [31], [32], [35]. Furthermore, several studies have investigated DL-based 

autosegmentation methods that utilized multimodality images for HN GTV delineation [38], 

[39], [74], [75]. These DL-based methods have shown promising results in improving the 

accuracy and reproducibility of GTV, especially when compared to the auto-segmentation 

based solely on CT images. Therefore, the integration of multimodal imaging and DL-based 

segmentation algorithms have the potential to enable more effective and efficient GTV 

delineation in HNC treatment planning.  

 

 

Figure 3: A diagram showing that different imaging modalities provide different types of 

information of information about the tumor volume and surrounding structures. Image 

courtesy of Yang et al. [73] 

 

Although DL-based autosegmentation is promising, one of the main challenges in the 

development of these DL models is the need for a large amount of well-curated training 
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data. The availability of such data is often limited in many clinical applications, and even 

when available, the large variation in image quality due to differences in image acquisition 

protocols, machines, and institutions can lead to significant challenges [61]. Accumulation of 

consistent and high-quality data remains a significant bottleneck for improving the 

segmentation performance of deep learning models. Although data augmentation 

techniques such as scaling, rotation, or random deformation have been widely used to 

increase the amount of available training data, the effectiveness of these methods can be 

limited when the available data is severely limited. The reason is that these techniques 

cannot accurately represent actual patient population variations, which can lead to poor 

model performance in real clinical scenarios [76]. Consequently, effective data 

augmentation approaches are needed to address these challenges and enable the 

development of more robust DL models for auto-segmentation. 

 

1.4 MR-guided Adaptive Radiation Therapy 

 ART has been validated as a promising technique for improving the quality of 

treatment delivery, by accounting for anatomical variations such as changes in tumor 

volume, normal tissue deformation, weight loss, and variations in patient position from day 

to day [77]–[79]. ART involves modifications to the original treatment plan based on 

repeated daily imaging of the patient during the course of treatment. By adapting the original 

treatment plan, ART aims to increase the effectiveness of radiotherapy and reduce toxicity 

to surrounding healthy tissues. The current standard approach for implementing ART relies 

on in-room imaging techniques, including electronic portal imaging, kilovoltage radiographs, 

cone-beam computed tomography (CBCT), and CT-on-rails [80], [81]. However, these 

imaging modalities have limited soft tissue contrast which can result in reduced accuracy in 

localizing HNC tumors during IGRT. To address this limitation, the integration of MRI into 

ART workflows has been proposed as a solution to enhance the visualization of HN targets 
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and OARs throughout the course of radiotherapy [82], [83]. Compared to CT, MRI offers 

superior soft tissue contrast for better visualization of anatomical changes. With the 

development of hybrid magnetic resonance imaging-linear accelerator (MR-linac) machines, 

daily on-board MR-guided adaptive radiotherapy for HNC has become clinically feasible 

[84], [85]. A study conducted on patients with nasopharyngeal cancer found that those 

treated with MRgRT had a higher 2-year disease-free survival rate of 93.6% compared to 

those treated with IMRT, which had a rate of 87.5% [86] 

1.4.1 MR-Linac 

To date, four MR-linac systems have been developed by different companies and 

institutions [87]–[93]. Table 1 provides a summary of the distinct features of each MR-linac 

machine, including differences in magnetic field strength, beam type and energy, and the 

orientation of the radiation beam and magnetic field (perpendicular or inline). The first two 

MR-linacs, the MRIdian and Unity, have received both CE mark and FDA 510k(k) clearance 

and have been implemented for RT clinic in many institutions [94].   

At MD Anderson, the Elekta Unity MR-linac was installed in 2014 and used to treat 

our first patient in 2019 [95], [96]. This state-of-the-art device combines a modified 1.5 T 

Philips wide-bore MRI system with a 7MV flattening filter-free Elekta Linac. Compared to 

other MR-linac systems, Elekta Unity features a high-field magnet (1.5 T) that can provide 

superior image quality, allowing for precise targeting of tumors with high doses of radiation 

[94]. 
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Table 1. A summary of different MR-linac systems. [94], [97] 

System Filed 

strength  

Beam 

configuration 

Bore 

diameter  

First patient 

treatment  

ViewRay 

MRIdian [87] 

0.35 T 60Co or 6 MV, 

Perpendicular 

70 cm February 2014 

(60Co), July 2017 

(Linac) 

Elekta  

Unity [88], [89] 

1.5 T 7 MV,  

Perpendicular 

70 cm May 2017 

MagnetTx 

Aurora [90], [91] 

0.5 T 6 MV, 

In-line 

110×60 cm February 2023 

Australian 

MRI-Linac [92], 

[93] 

1.0 T 4 and 5 MV, 

In-line with 

perpendicular option 

62 cm  Has not yet 

occurred 

 

1.4.2 On-line Adaptive Workflow  

The clinical introduction of MR-Linac has facilitated the implementation of daily MR-

guided ART for HNC treatment. Similar to conventional RT, MRgRT begins with the 

acquisition of both simulation CT and simulation MR images. These images are then fused 

together for delineation of the primary and nodal GTVs, followed by the generation of clinical 

target volume (CTV) and planning target volume (PTV) using margin expansion by following 

physician’s planning order. In addition, OARs are contoured for dose sparing during 

treatment plan optimization. A reference  plan is created on the planning CT as the base for 

daily plan adaptation [80], [95]. 
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Figure 4: The workflow of MR-guided adaptive radiotherapy. The contours are propagated 

from the planning CT to the daily MRI by deformable image registration. The adaptive plan 

is then optimized based on the daily MRI with the updated contours.  

 

On the day of treatment, patient is positioned on the MR-linac treatment table and 

imaged with the daily MR imaging protocol to verify the patient position. Following the 

acquisition of the daily MRI, the initial treatment plan is re-optimized based on the anatomy 

captured on the daily MR image. Specifically, the daily MR image is first rigidly registered  to  

the planning CT to obtain the treatment isocenter shift, and then contours on the planning 

CT were deformed to match the anatomy on the daily MRI using DIR, as demonstrated in 

Figure 4 [60]. This allows for accurate adaptation of the treatment plan to account for daily 

changes in patient anatomy. The adaptive treatment plan is reoptimized to achieve clinical 

goals, thus ensuring optimal treatment delivery with minimal toxicity to surrounding healthy 

tissues. One of the key steps to enable the MR-guided ART is the accurate DIR between the 

planning CT and daily MRI. However, the current DIR tool used in clinic is not reliable for 

MR-guided ART. According to a recent study, the median Dice similarity coefficient (DSC) 

value was found to be below the recommended threshold of 0.8 by AAPM Task Group 132 

[98], when utilizing the Monaco treatment planning system to perform CT-to-MR DIR for 

MRgRT [95]. Extensive manual adjustments are necessary to ensure accurate deformation 

of the contours to account for daily changes in patient anatomy. However, this process is 
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labor-intensive and subject to user bias and interpretation, which can introduce additional 

dosimetric uncertainties [99]. Thus, further advancements in DIR technology are necessary 

to enhance the reliability of MR-guided ART in clinical practice. 

1.4.3 MR-based Planning  

As discussed in Section 1.4.2, CT image acquisitions are necessary for dose 

calculations in MRgRT treatment planning due to the lack of electron density information on 

MR images. However, since the adaptive plan is based on daily MR images, a synthetic CT 

generated from the daily MR image is needed for plan optimization and dose calculation. In 

Monaco treatment planning system, this process involves propagating the contours from the 

planning CT to the daily MR images, followed by bulk density assignment, where the 

average electron density value for each structure is measured on planning CT and assigned 

to corresponding voxels in the structure on the daily MR image [100].  

 

 

Figure 5: An illustration of the synthetic CT generated from daily MRI by bulk density 

assignment method in Monaco treatment system. The average electron density is assigned 

to each structure based on the deformed contours.  

 

However, this method has several limitations that can affect the accuracy of dose 

calculations [101], [102]. One of the limitations is that it assumes uniform electron density 

within each structure, which may not reflect the actual density variations within the tissue. 
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Additionally, this method relies on the accuracy of the deformation of the contours from the 

planning CT to the daily MR images, which can be influenced by numerous factors such as 

motion artifacts, patient setup errors, and inter-observer variability. Figure 5 demonstrates 

an example of the synthetic CT generated from daily MRI using the bulk density assignment 

method in Monaco. It shows the uniform density within each structure.  

In summary, generating a synthetic CT from daily MRI images is essential for 

MRgRT treatment planning. Despite the limitations of the bulk density assignment method, it 

remains widely used in clinical practice due to its simplicity and easy implementation. Other 

methods for generating synthetic CT images from daily MRI images have been investigated 

to streamline the MRgRT workflow and reduce uncertainties caused by image registration 

and uniform density overrides [103]–[107].  

1.5 Summary  

SABR is a highly precise and effective treatment option for HNC, which has been 

demonstrated with ability to improve local tumor control. However, due to the high doses 

and steep dose gradients used in SABR, accurate targeting of the tumor and sparing the 

healthy tissue are critical for minimizing side effects. MR-guided adaptive RT has emerged 

as a promising tool to improve the accuracy and precision of SABR treatment delivery 

[108]–[111]. By using the daily MRI for adaptive planning, MRgRT can deliver highly 

personalized and precise treatment to patients. The use of MR-guided RT for SABR has 

several advantages over conventional CBCT-based IGRT, including the ability to visualize 

soft tissues and tumors more clearly, improved contouring accuracy, and reduced inter- and 

intra-fractional uncertainties. This approach allows for monitoring of treatment response and 

adaptation of the treatment plan throughout the course of treatment, enabling clinicians to 

make informed decisions about changes to the plan based on the patient's individual 
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response to treatment. Additionally, the use of adaptive planning helps to reduce the risk of 

under-dosing or over-dosing, which can have detrimental effects on the patient's outcome. 

Overall, MR-guided ART has the potential to significantly improve the accuracy and 

precision of SABR treatment delivery, while minimizing the risk of radiation-related toxicity. 

The objective of this project is to fulfill several workflow challenges and gaps in 

knowledge to improve MR-guided ART for SABR of HNC. We expect to using deep leaning 

methods to achieve automated GTV delineation, improved online contours propagation and 

accurate synthetic CT generation, which can be used collectively or separately to assist the 

MR-guided RT in different steps. Ultimately, this project is expected to improve both 

treatment outcomes resulted from potential dose escalation and reduced toxicity due to 

improved normal tissue sparing by inter- and intrafraction adaptation for HNC patients. Our 

contribution will be important to bridge the gap between current clinical practice and the 

future of workflow automation in MR-guided online ART for SABR. 
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Chapter 2: Central Hypothesis, Specific Aims, and Dissertation Organization 

The long-term goal of this project is to improve the local tumor control and quality of 

life after HNC RT by using advanced artificial intelligence (AI) technologies to enable MR-

guided online ART for SABR. The goal of this particular project is to develop DL-based auto-

segmentation, deformable registration, and synthetic CT generation algorithms, to enable 

automated accurate GTV delineation for treatment planning, accurate contour propagation 

for online adaptive planning, and accurate dose calculation for MR-based adaptive planning.  

2.1 Central Hypothesis 

 The central hypothesis is that the AI tools can streamline MR-guided online ART 

workflow for HNC by outperforming existing workflow in the following aspects: GTV auto-

delineation for treatment planning with clinically-acceptable ratio over 95%, contour 

propagation for online adaptive planning with improved accuracy over current clinical tools in 

95% of all cases, and synthetic CT generation for MR-based planning with the difference of 

dosimetric parameters less than 1% within clinical target volume (CTV). The clinical-

acceptable contour means that the contour does not need any editing or need only minor 

editing for clinical use. 

 

2.2 Specific Aims 

Aim 1. Automate GTV delineation from fusion of multi-modal images for treatment planning 

Hypothesis: DL models can learn the HNC GTV delineation performed by physicians 

using a combination of multi-modal images (CT/PET/MRI) and fully automate the 

entire delineation process with the outcome having a clinical acceptance ratio >95% 

evaluated by HN radiation oncologists. 

Study 1-1: Develop a data augmentation method for training auto-segmentation 

models with severely limited contoured data 
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Study 1-2: Develop an auto-segmentation framework for HN GTV delineation based 

on a combination of CT, PET, and MR images. 

Aim 2. Automate deformable registration of simulation CT and daily MRI for adaptive 

planning. 

Hypothesis: DL models can automate the DIR between CT and MRI and achieve 

significantly improved accuracy than current clinical tools in 95% of cases. 

Aim 3. Automate synthetic CT generation from MR images for MR-based adaptive planning. 

Hypothesis: DL models can generate synthetic CT from MRI with high image quality 

to ensure the difference of dosimetric parameters: mean dose (Dmean), D95%, and D5%, 

of CTV less than 1%.  

2.3 Dissertation Organization 

The main body of this dissertation is Chapters 3-6. Chapter 3: Data Augmentation for 

Auto-segmentation and Chapter 4: Gross Tumor Volume Auto-segmentation Based on 

Multimodality Images address Specific Aims 1-1 and 1-2, respectively. Chapter 5 addresses 

Specific Aim 2 and is entitled “Automated Deformable Image Registration for MR-guided 

Adaptive Radiotherapy”. Chapter 6: Automated Synthetic CT Generation from MRI for MR-

based Treatment Planning addresses Specific Aim 3. After the main body of work, a 

discussion and conclusion follow in Chapter 7: Discussion, and References cited in the 

dissertation are included at the end. 
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Chapter 3: Data Augmentation for Auto-segmentation  

This chapter is based upon the following article: 

 

Zhao, Yao, Dong Joo Rhee, Carlos Cardenas, Laurence E. Court, and Jinzhong Yang. 

"Training deep‐learning segmentation models from severely limited data." Medical 

physics 48, no. 4 (2021): 1697-1706. doi:10.1002/mp.14728 

 

3.1 Abstract 

 
Purpose: To enable generation of high-quality deep learning segmentation models from 

severely limited contoured cases (e.g. ~10 cases). 

Methods and Materials: Thirty head-and-neck CT scans with well-defined contours were 

deformably registered to 200 CT scans of the same anatomic site without contours. 

Acquired deformation vector fields were used to train a principal component analysis (PCA) 

model for each of the 30 contoured CT scans by capturing the mean deformation and most 

prominent variations. Each PCA model can produce an infinite number of synthetic CT 

scans and corresponding contours by applying random deformations. We used 300, 600, 

1000, and 2000 synthetic CT scans and contours generated from one PCA model to train V-

Net, a 3D convolutional neural network architecture, to segment parotid and submandibular 

glands. We repeated the training using same numbers of training cases generated from 7, 

10, 20, and 30 PCA models, with the data distributed evenly between each PCA model. 

Performance of the segmentation models was evaluated with Dice similarity coefficients 

between auto-generated contours and physician-drawn contours on 162 test CT scans for 

parotid glands and another 21 test CT scans for submandibular glands. 

Results: Dice values varied with the number of synthetic CT scans and the number of PCA 

models used to train the network. By using 2000 synthetic CT scans generated from 10 PCA 

models, we achieved Dice values of 82.8%±6.8% for right parotid, 82.0%±6.9% for left 
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parotid, and 74.2%±6.8% for submandibular glands. These results are comparable with 

those obtained from state-of-the-art auto-contouring approaches, including a deep-learning 

network trained from more than 1000 contoured patients and a multi-atlas algorithm from 12 

well-contoured atlases. Improvement was marginal when >10 PCA models or >2000 

synthetic CT scans were used.  

Conclusions: We demonstrated an effective data augmentation approach to train high-

quality deep learning segmentation models from a limited number of well-contoured patient 

cases.   
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3.2 Introduction 

Precise image segmentation is crucial for accurate disease diagnosis and efficient 

radiation treatment planning.[112] Deep learning has emerged recently as an effective tool 

for medical image segmentation with reduced human effort and variability.[113]–[116] 

Modern deep learning segmentation models, such as convolutional neural networks (CNNs), 

have millions of trainable parameters and thus typically require an extensive set of data for 

training. The amount of well-curated data available for training is critically important for 

constructing a robust model for auto-segmentation.[117] However, obtaining manual 

contours for training deep learning models is a time-consuming task and requires 

considerable expertise.[118], [119] In many clinical applications, the availability of well-

curated training data is very limited. The sparsity of data is worsened by variation in image 

quality from differences in image acquisition procedures used across protocols, machines, 

and institutions. The accumulation of consistent and high-quality data remains a bottleneck 

to improving the segmentation performance of deep learning models. 

Varied data augmentation approaches have been introduced to overcome this challenge 

by artificially increasing the amount of training data.[120] Traditional data augmentation 

functions such as flipping or random rotation,[121], [122] random nonlinear 

deformation,[123] or image cropping are used to synthesize new samples from original 

training data.[124], [125] These functions have proven to be effective in improving the 

performance of trained deep learning model. However, the augmented data are unable to 

represent actual patient population variations,[126] and the data variation relies strongly on 

the manual choice of the applied transformations.[127] To eliminate the bias resulting from 

the manual choice, Hauberg et al.[128] developed an approach to learn digit-specific spatial 

transformations from learning data to create new samples. Ratner et al.[129] proposed to 

combine domain-specific transformations by using a generative sequence model. Cubuk et 

al.[130] constructed a search algorithm that could find the optimal augmentation policies to 
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improve the classification accuracy. However, these transformations are simple and 

insufficient to capture many of the subtle variations in medical images. In most recent years, 

many deep learning methods have been developed for data augmentation. Zhao et al.[131] 

used a deep learning model to learn appearance and spatial transformations to create new 

labeled magnetic resonance imaging (MRI) scans. Further, the image-to-image generative 

adversarial networks (GANs) technique has been widely used for synthesizing images for 

many medical imaging applications.[132]–[135] For example, Frid-Adar et al.[136] applied 

the GAN framework as data augmentation for liver lesion classification. However, the 

training of GANs typically requires a substantial amount of data,[120], [136], [137] making it 

impractical when the availability of initial well-curated data is severely limited.   

In this study, we proposed a simple but effective data augmentation approach by 

synthesizing labeled images with principal component analysis (PCA).[138].This approach 

was developed based on creating synthetic images with known deformation.[139] Instead of 

applying arbitrary deformations, we used a PCA-driven machine learning approach to 

capture actual anatomy variations in unlabeled patient populations.[140], [141] The learned 

anatomy changes were modeled to generate random deformations that can sample realistic 

variations in anatomy. Then, new synthetic images with the appearance of real patient 

anatomy were generated via applying the PCA-informed random deformations. These 

synthetic CT scans were used to train a CNN for auto-segmentation. We assessed the 

effectiveness of our data augmentation method for auto-segmenting parotid glands and 

submandibular glands on CT scans.  

3.3 Methods and Materials 

3.3.1 Patient Data 

CT scans acquired during radiotherapy simulation and the corresponding clinical contours of 

30 head and neck patients who received external photon beam radiation treatment at The 
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University of Texas MD Anderson Cancer Center were used as templates to synthesize new 

training data. These contours were reviewed and approved by radiation oncologists sub-

specializing in head and neck cancer. Another 200 CT scans without contours were used to 

sample anatomic differences in other patients with head-and-neck cancer. All 230 CT scans 

had the same voxel size of 1 𝑚𝑚 × 1 𝑚𝑚 × 2.5 𝑚𝑚. In this proof-of-principle study, we 

investigated the segmentation of parotid glands (two structures, left and right parotids) and 

submandibular glands (as a single structure). These structures were chosen because they 

are important organs at risk that must be spared during radiation treatment, but manually 

contouring them is not straightforward.   

3.3.2 Learning anatomy variations 

To perform data augmentation, we evaluated the application of a known deformation, 

representing realistic anatomy variations, to a well-contoured CT scan. This deformation 

was learned by capturing the most prominent variations between the CT scans with 

contours and those without contours through PCA.[138] This learning process was 

developed from the active shape model.[142], [143] We first chose the 30 well-contoured CT 

scans as reference images, and then registered each of them to the other 200 CT scans 

without contours, using a dual-force demons deformable image registration algorithm.[144] 

Before registration, we performed histogram equalization to match the contrast of the two 

images, using a number of 256 bins of the histogram. The histogram equalization was 

performed locally by separating the images into small blocks with a size of 20 x 20 voxels. A 

6-level multiresolution scheme was used to accelerate the registration and improve the 

robustness. In demons registration, we used an upper bound of step size as 1.25, and the 

Gaussian variance of 1.5 for regularization of deformation vector fields. Refer to Wang et al. 

[144] for details about this deformable registration algorithm.  
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The resulting deformation vector field (DVF) maps characterize the distribution of 

anatomic differences between the reference image and other images. Mathematically, the 

DVF maps can be represented by:   

𝑑(𝜔⃗⃗ , 𝑖) = {𝑑𝑥(𝜔⃗⃗ , 𝑖), 𝑑𝑦(𝜔⃗⃗ , 𝑖), 𝑑𝑧(𝜔⃗⃗ , 𝑖) }  (1) 

where 𝑑𝑥(. , 𝑖), 𝑑𝑦(. , 𝑖), and 𝑑𝑧(. , 𝑖) are the displacement field matrices from image i, i = 1, 2, 

…, N，to the reference image along the left-right, anterior-posterior, and superior-inferior 

directions, respectively, and 𝜔⃗⃗  stands for the voxel position.  

 To create the active shape model, we vectorized the DVF for image i to be 𝑑 (𝑖). For 

each reference image, we let G = { 𝑑 (1), 𝑑 (2), … , 𝑑 (𝑁)} be the matrix consisting of all the 

DVFs resulting from registration. We defined the sample covariance matrix of G as 𝐸: 

𝐸 =
1

𝑁 − 1
∑(

𝑁

𝑖=1

𝑑 (𝑖) − 𝑑̅)( 𝑑 (𝑖) − 𝑑̅ )𝑇 (2) 

where 𝑑̅ denotes the mean deformation over N images, and T represents the transpose.  

 We calculated the eigenvalues and eigenvectors of the covariance matrix 𝐸 to 

represent anatomy variations in the training dataset. Let 𝜆 and 𝜑⃗  be the set of eigenvalues 

and eigenvectors of the covariance matrix 𝐸, respectively. They can be calculated by:   

𝐸 𝜑⃗ (𝑗) = 𝜆(𝑗) 𝜑⃗ (𝑗), 𝑗 = 1, 2, … , 𝑁 (3) 

 According to the theory of PCA,[138] a combination of a small number of 

eigenvectors corresponding to the large eigenvalues can capture the most prominent 

variations of the deformation. These eigenvectors consist a subset of 𝜑⃗  and are known as 

principal modes. Assuming 𝜆(1) ≥ 𝜆(2) ≥ ⋯ ≥ 𝜆(𝑁), the first 𝑀𝑡ℎ eigenvectors are able to 

represent at least 𝛼 percent of the total variations that deviate from the mean deformation. 

The first 𝑀𝑡ℎ eigenvectors should satisfy: 

∑𝜆(𝑗)

𝑀

𝑗=1

≥ 
𝛼

100
∑𝜆(𝑗)

𝑁

𝑗=1

 (4) 
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where 𝛼 stands for a value between 0 and 100. The principal modes, 𝜑⃗ (1), 𝜑⃗ (2), … , 𝜑⃗ (𝑀), and 

the mean deformation, 𝑑̅, constituted the active shape model. For this study, we set the 

parameter 𝛼 to 90, which means the active shape model represented at least 90% of the 

total variations in that patient population.  

3.3.3 Synthesizing new samples 

The acquired active shape model, named the PCA model, enables us to sample the 

most variations and generate a new random deformation, denoted by d, by using the 

equation: 

𝑑 = 𝑑̅ + ∑𝛽𝑗 𝜑⃗ 
(𝑗)

𝑀

𝑗=1

 (5) 

where 𝛽𝑗 is a random coefficient that quantifies the new deformation contributed by the 𝑗𝑡ℎ 

eigenvector. To ensure that the new deformation is realistic, we set a maximum value, 𝐷𝑚𝑎𝑥, 

for the randomly generated parameter (𝛽𝑗) based on the following equation: 

∑ 
𝛽𝑗

2

𝜆(𝑗)

𝑀

𝑗=1

≤ 𝐷𝑚𝑎𝑥
2  (6) 

In our implementation, 𝛽𝑗was generated using a uniform distribution in the range of (0, 
𝐷𝑚𝑎𝑥

2

𝑀𝜆(𝑗)). 

The 𝐷𝑚𝑎𝑥 was carefully chosen by manually reviewing the generated deformations with 

certain  𝐷𝑚𝑎𝑥 value. In this study,  𝐷𝑚𝑎𝑥 was set to 6 to ensure that the new deformations 

are reasonable and include a considerably large proportion of possible deformations.  

 Let the pair (𝑥, 𝑙𝑥) represent the reference CT scan and its corresponding contours, 

respectively, and let 𝜏𝑘 be the newly generated transformation representing the process of 

applying the generated random deformations (d). The synthetic CT scans were created by 

applying the transformations to the original well-contoured CT scans:  

𝑥𝑘 = 𝜏𝑘(𝑥) (7)  
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 𝑙𝑘 = 𝜏𝑘(𝑙𝑥) (8) 

where (𝑥𝑘 , 𝑙𝑘) represent the synthetic CT scan and corresponding contours, generated by 

transformation 𝜏𝑘. Theoretically, an infinite number of synthetic CT scans can be created as 

the deformations can be generated randomly.  

 In brief, we first captured anatomic variations in the patient population by training an 

active shape model (PCA model). The synthetic CT scans and the corresponding contours 

were then created by applying random deformations to the reference CT scans. When 

creating the synthetic CT scans, DVFs in both directions are needed: the DVF from 

contoured CT scan to the random CT scan to generate contours on synthetic CT; and the 

DVF from the random CT scan to the contoured CT scan for backward image resampling to 

create random CT scan. The former DVF was the random deformation (𝑑); and the latter 

DVF was created by inversing the former DVF using an iterative approach, similar to the one 

described by Yan et al.[145] This process is summarized in Figure 6.  
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Figure 6. General workflow of the principal component analysis (PCA) approach to generate 

synthetic CT scans. Deformation vector fields (DVF) from deformable image registration 

(DIR) between a well-contoured image and other CT scans are used to create the PCA 

model. Then, the PCA model can simulate random deformations applied to the contoured 

CT scan, to create infinite number of synthetic CT scans with contours 

 

3.3.4 Training data 

The aforementioned process was used to create 30 PCA models by using the 30 well-

contoured CT scans as the PCA model template. Each PCA model can generate a random 

synthetic patient within a space of patient anatomy variations represented by the 200 CT 

scans without contours, and each individual model can produce an infinite number of 

synthetic CT scans and corresponding contours. 

We used 300, 600, 1000, and 2000 synthetic CT scans and contours generated from a 

single PCA model to train a CNN-based model described in the next section for auto-

segmentation of parotid and submandibular glands. Of the synthetic CT scans, 80% were 

used for training and 20% were used for cross validation. We repeated this process by using 
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the same numbers of synthetic CT scans generated from 7, 10, 20, and 30 PCA models, 

with the scans distributed evenly between each PCA model. Scans generated from rough 

80% of the total number of PCA models (e.g. 6 out of 7 PCA models) were used for training, 

and the scans generated from the rest of the PCA models were used for cross validation.  

 In addition, the CNN-based model was trained on subsets of 200, 300, 600, 1000, 

1500, 2000, 5000, and 10,000 synthetic CT scans and contours generated from 10 PCA 

models to investigate the impact of training data quantity on the segmentation performance.  

3.3.5 Segmentation model 

In this study, we used V-Net,[146] a three-dimensional CNN-based model, for 

autosegmentation. We modified the original V-Net architecture by adding batch 

renormalization layers to the end of each convolutional and up-sampling layer. During the 

network training, the parotid glands and submandibular glands were trained separately, and 

the patch size of the data for both training sets was set to 512 × 512 × 50. A previous study 

showed that the dimension of the parotid glands is typically 46.3 ± 7.7 mm along the 

longitudinal axis,[147] and thus the patch size is sufficient to include the parotid glands in 

the longitudinal direction. The submandibular glands are smaller along the longitudinal 

direction (14.3 ± 5.7 𝑚𝑚).  

 In addition, the CT numbers were capped between –1000 HU to 3000 HU during 

training. We used the Dice similarity coefficient[148] as the loss function in our 

implementation, and the Adam optimizer[149] was chosen as the optimization algorithm with 

a learning rate of 5 × 10−4. 

3.3.5 Evaluation 

We evaluated the performance of the trained segmentation models for parotid glands by 

calculating the Dice coefficients between the auto-generated contours and the physician-
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drawn contours on 162 independent test CT scans from patients with head-and-neck cancer 

who received proton radiation treatment at MD Anderson Cancer Center. Among the 162 

test scans, 156 contained the left parotid contours and 147 contained the right parotid 

contours. This test dataset is a subset of the test dataset used in Rhee et al.[150] Other 21 

CT scans with manual contours of submandibular glands were used as the test dataset for 

segmentation of submandibular glands.  

For the comparison, we also used a paired non-parametric Wilcoxon signed-rank test at 

a significance level of 0.05 (defined by a 𝑝 < 0.05) to evaluate whether a statistically 

significant difference exists between different models.   

3.4 Results 

3.4.1 Synthesized CT scans 

Our proposed data augmentation method enables the generation of synthetic CT scans to 

simulate realistic patients. Figure 7 shows some examples of the synthetic CT scans and the 

corresponding contours, depicting variations in the synthetic CT scans that emulate the real 

patient anatomy.  

 
Figure 7. Comparisons between original and synthetic CT scans with contours. The top row 

are the original CT scans, and the bottom row are the corresponding synthetic CT scans. 
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3.4.2 Segmentation accuracy 

We investigated the extent of change in segmentation accuracy with the number of 

PCA models used to create the synthetic CT scans for training, and the number of synthetic 

CT scans used to train the segmentation model. In Figure 8, the segmentation performance 

was plotted varying with the number of synthetic CT scans used for training the results, and 

the number of PCA models used to create the synthetic CT scans. For left and right 

parotids, the Dice values were calculated based on the average results from 162 testing 

patients; for the submandibular glands, the results were calculated from the average of 21 

testing patients. In general, use of more PCA models and more synthetic CT scans for the 

model training led to more accurate segmentation. In our particular evaluation, we achieved 

the best segmentation accuracy as Dice coefficients of 83.1%±6.1% (left parotid), 

82.9%±6.7% (right parotid), and 76.3%±7.7% (submandibular glands) when 30 PCA models 

and 2000 synthetic CT scans generated from these PCA models were used to train the V-

net model. 
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Figure 8. Dice values vary with the number of synthetic CT scans (shown in the left column) 

and the number of PCA models used to generate the synthetic CT scans (shown in the right 

column) for training the V-net. Different numbers of PCA models were used to generate the 
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synthetic CT scans (e.g., PCA1 represents one PCA model). Numbers of synthetic CT 

scans were evenly distributed between the PCA models. (a) Left parotid; (b) right parotid; (c) 

submandibular gland.   

 

3.4.3 Impact of the number of PCA models 

The number of PCA models represent the number of well-contoured patients used for the 

data training. The goal is to use as few well-contoured patients as possible to train a high-

performance deep learning segmentation model. In our study, using 1 PCA model led to 

Dice coefficient values of only 68.3% ± 11.1% for the left parotid, 66.5% ± 10.5% for the 

right parotid, and 60.1% ±8.5% for the submandibular glands. These findings indicate that 

using 1 patient as the PCA template cannot capture enough variations to train a good 

segmentation model. As we increased the number of PCA models from 1 to 10, the 

segmentation performance increased significantly for all 3 structures. The segmentation 

performance did not show obvious improvement (𝑝 > 0.05) when the PCA model number 

was increased from 10 to 30 when a sufficient number of synthetic CT scans (e.g., 2000) 

were generated for training the segmentation model. This observation showed that our data 

augmentation approach could train a high-quality segmentation model from as few as 10 

well-contoured patients.   

Figure 9 shows two examples of the segmentation results from the V-Net model trained 

from synthetic generated CT scans with 10 PCA models, compared with the physician-

drawn contours. The auto-segmented contours are quite consistent with the manually 

delineated contours.   
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Figure 9. Physician-drawn contours (red colorwash) were compared with the auto-

segmentation results (blue contours) by our networks trained on 2000 synthetic CT scans 

generated by 10 PCA models. (a) Parotid glands (Dice=86.9%). (b) Submandibular glands 

(Dice=82.0%). 

 

3.4.4 Impact of the number of synthetically generated CT scans 

The number of synthetic CT scans used for training affects the segmentation 

performance. We wished to determine a range of numbers of synthetic CT scans, with the 

goal of balancing the time needed for generating synthetic CT scans from PCA models and 

the accuracy of the segmentation. Figure 10 shows that segmentation accuracy increased 

considerably when the number of synthetic CT scans was increased from 300 to 1000. 

However, when more than 1000 synthetic CT scans were generated for training, the 

increase in segmentation performance slowed, with the curves becoming flat. In terms of 

segmentation accuracy, no statistically significant difference was found between using 1000 

and 2000 synthetic CT scans for training (𝑝 > 0.05).  

Although the difference between the models trained on 1000 and 2000 training 

cases was not significant (𝑝 > 0.05), the average Dice coefficient still increased. To validate 
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this observation, we further evaluated the segmentation accuracy by training the V-Net 

model with 10,000 synthetic CT scans generated from 10 PCA models (Figure 10). The 

results showed that the improvement in segmentation performance was still negligible when 

the number of synthetic CT scans was increased from 2000 to 10,000. Our study showed 

that using 2000 synthetic CT scans may be sufficient to obtain good segmentation of the 

structures under consideration. 

 

 

Figure 10. Dice values varied with the number of synthetic CT scans used to train the V-net. 

Synthetic CT scans were generated from 10 PCA models, with the number of synthetic CT 

scans evenly distributed between the PCA models. 

 

3.4.5 Comparison with the state of the art 

To further evaluate our approach, we compared our segmentation performance with 

one of the state-of-the-art deep learning segmentation methods[150] and a multi-atlas 

segmentation method, multi-atlas contouring service (MACS),[148], [151] used routinely in 

our clinic. The CNN-based segmentation model developed by Rhee et al[150] was trained 
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from more than 1000 well-contoured patients to segment the parotid glands. In this model, a 

two-dimensional (2D) CNN-based architecture, FCN-8s[152], was modified with additional 

batch renormalization layers added to the end of every layer. The MACS used 12 well-

contoured atlases, which are a subset of our PCA model templates, to perform multi-atlas 

segmentation. The same test dataset was used to evaluate the segmentation performance 

of parotid glands for the 3 approaches. The comparison is summarized in Table 2. This 

comparison showed that by training from 10 well-contoured patients, we could achieve 

segmentation accuracy comparable to that of the state-of-the-art CNN-based segmentation 

model[150] (𝑝 > 0.05). Compared with the MACS, our segmentation method showed 

comparable segmentation results when using more than 20 well-contoured patients, and the 

differences were not significant (𝑝 > 0.05).  

However, the CNN-based segmentation by Rhee et al[150] was developed based on a 

modified FCN-8s[152] architecture, which is different from the V-Net architecture used in our 

approach. For a comparison, we used the same training dataset of Rhee et al[150] (more 

than 1000 well-contoured patients) to train our V-Net model for parotid segmentation. Using 

the same test dataset, the average Dice coefficient was 81.4% ± 5.9% for the right parotid, 

and 81.3% ± 5.5% for the left parotid. This confirmed that our proposed data augmentation 

approach with more than 20 well-contoured patients could achieve better performance than 

a CNN model trained from more than 1000 well-contoured patients (𝑝 < 0.05). 

The CNN-based segmentation[150] was not trained to segment the submandibular 

glands. For comparison, we used the same test dataset (21 patients) to compare the results 

from multi-atlas segmentation with atlas selection (MACS-AS) [153]. The segmentation of 

MACS-AS was obtained by using the leave-one-out test. Among the 21 patient scans, when 

1 scan was set as testing, MACS-AS chose 12 or less most similar patients as atlases to 

perform a multi-atlas segmentation. This comparison is also shown in Table 1. When we 

used 10 PCA models, we achieved performance similar to that of the MACS-AS, with a Dice 
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value of 74.2%±6.8%. When we used 30 PCA models for training, our approach 

outperformed the MACS-AS. 

 

Table 2. Performance comparison between our models and state-of-the-art autocontouring 

tools. The best Dice results of PCA 10, 20, and 30 were chosen for comparison. MACS, 

multi-atlas contouring service; MACS-AS multi-atlas contouring service with atlas selection; 

V-Net means our V-Net model trained with the same training dataset of Rhee et al[150]. 

PCA, principal component analysis. PCA 10 means that 10 PCA models were used to 

create synthetic CT scans; SD: standard deviation. 

Segmentation Method Dataset  

Right 

Parotid 

Left 

Parotid 

Submandibul

ar 

Dice±𝑆𝐷 Dice±𝑆𝐷 Dice±𝑆𝐷 

CNN (Rhee et al.[150]) ~1000 (real) 82.3±6.5 82.4±4.8 NA 

V-Net ~1000 (real) 81.4±5.9 81.3±5.5 NA 

MACS (Yang et al[148])/MACS-AS 

(Yang et al[153]) 

12 (real)/20 

(real) 
84.5±9.2 84.1±7.9 74.0±7.6 

PCA 10 2000 (synthetic) 82.8±6.8 82.0±6.9 74.2 ± 6.8 

PCA 20 2000 (synthetic) 82.9±7.1 82.5±7.2 75.5 ± 6.3 

PCA 30 2000 (synthetic) 83.1±6.1 82.9±6.7 76.3 ± 7.7 

 

3.5 Discussion 

In this work, we proposed an effective data augmentation method using the PCA method, 

which can create synthetic CT scans to train deep learning segmentation models. This 

approach was able to learn the anatomy variations in a patient population through the 

simple PCA method. We tested our approach on the segmentation of parotid and 

submandibular glands with great success. The segmentation accuracy was comparable with 
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that of state-of-the-art deep learning segmentation approaches. Essentially, our approach 

enabled deep learning model training from a severely limited dataset (only 10 well-

contoured patients), making the deep learning segmentation widely applicable in varied 

clinical situations with limited contoured datasets, one example being newly emerging 

technology for which patient data are limited, such as MR-Linac patient treatment [154]. On 

the other hand, using our approach can also greatly reduce the effort in curating the training 

data for deep learning models, making deep learning more practical for clinical use. One 

need only curate 20 or fewer well-contoured head-and-neck patients instead of 1000 

patients to train a high-performance deep learning model for most normal tissue auto-

contouring. In this study, we used V-Net to demonstrate the effectiveness of our data 

augmentation approach. However, this approach can be used with any other supervised 

deep learning segmentation networks. 

All of the PCA model-training and synthetic CT scan-generating were implemented in 

C++ and were performed on a PC (Intel i5-8500 CPU, 32 GB RAM). Each PCA model took 

about 26 hours to create, and each synthetic CT scan took about 6 minutes to generate. For 

this study, we used a high-performance computing cluster with four GPU nodes at MD 

Anderson, for which each node contains four V100 GPUs. We used only two of the GPUs to 

train our deep-learning segmentation models because of resource sharing. Training took 

about 4 hours when using 300 synthetic CT scans, 9 hours when using 600 scans, 19 hours 

when using 1000 scans, and 36 hours when using 2000 scans. The segmentation took 

about 30 seconds for each patient, making the model quite practical for clinical 

implementation.  

There is a clear trend of improvement in segmentation performance when using more 

PCA models or more training cases, as shown in Figure 10. However, we noticed that the 

Dice value decreased from 80.99% ± 7.2% to 80.96% ± 6.8% when increasing the number 

of PCA models from 10 to 20 with 1000 synthetic CT scans for right Parotid segmentation. 
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This decrease is not significant though. A possible explanation might the limited anatomic 

variations of the PCA models. With 1000 random synthetic CT scans, it might not be enough 

to capture necessary variations with more PCA models. Using more synthetic CT scans 

(e.g., 2000 scans) to train the CNN model can overcome this issue, which has been 

demonstrated in our results. In addition, using more CT scans to create PCA models could 

potentially address this issue also.  

The performance comparison between our approach and other state-of-the-art auto-

segmentation tools in Table 1 shows that our approach is comparable to or even outperform 

some state-of-the-art auto-segmentation approaches. Although our approach did not 

outperform MACS in terms of segmentation accuracy in this validation, our approach was 

about 20 times faster in performing a segmentation task than MACS, which normally took 

about 10 minutes to segment one patient. Also, Rhee et al[150] has shown that the CNN-

based segmentation was more robust than MACS in some extreme cases, such as irregular 

patient positioning or abnormally large tumors.  

We used the parotid and submandibular glands to demonstrate our approach. These two 

organs were selected because contouring them, either manually by clinicians or 

automatically by segmentation algorithms, is often challenging. Their contrast with 

surrounding tissues is low on CT scans, and their shape and appearance vary significantly 

from patient to patient. Also, dental artifacts can often affect parotid contouring. Given our 

success in using this approach to auto-segment the parotid and submandibular glands, we 

are confident that this approach can be extended to other structures in head and neck, and 

even other anatomic sites. Moreover, because we previously showed that the PCA model 

can be used to create synthetic MR images for validating deformable registration algorithms 

[155], [156], we are confident that we can extend this approach for MRI-based auto-

segmentation as well.  
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The dual-force demons registration algorithm[144] was used to capture the anatomical 

variations between difference patients to create PCA models. The accuracy of the 

registration algorithm has been validated in clinical settings both quantitatively and 

qualitatively for head and neck cancer radiotherapy [139], [157]–[160]. However, it is worth 

mentioning that the registration accuracy is not an important concern in our study. In the 

PCA models, only prominent anatomical variations were kept to represent inter-patient 

variations. Detailed patient-to-patient registration could be left out from the model if the 

variation it represents is not typical in the patient population. Rather than registration 

accuracy, our approach only needs to capture meaningful and realistic anatomical variations 

so that the synthetic CT created from the PCA models could be close to real patient 

anatomy. This could be visually verified from the synthetic CT images illustrated Figure 7.  

Training the PCA model and generating synthetic CT scans using the PCA model were 

straightforward. Our validation demonstrated the effectiveness of the PCA model in 

capturing anatomic variations among the patient population, and the application of this for 

deep learning model training. Thus, the PCA model is an attractive tool for the preparation of 

training data. The PCA model can use a small number of principal components to simulate a 

large variation space by learning the variations from a group of patients. However, there are 

limits to the learning capability of any PCA model, so the number of PCA models could 

affect the segmentation accuracy, because one PCA model may not capture enough 

variations. The CT images used to train the PCA model could affect the segmentation 

performance as well. All CT images used to train the PCA model, and the test data, were 

from our institution. If the trained V-Net model is used to segment CT scans obtained 

outside our institution, the performance might be impacted.  

Recent years, many deep learning-based data augmentation methods have been 

proposed to overcome the data sparsity in medical imaging.[131], [136], [161], [162] 

Particularly, GANs received increased attention for data augmentation due to its 
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performance. However, some researchers have reported that the synthetic image quality 

from GANs might not be good enough. As in a visual Turing test reported by Frid-Adar et 

al.[136], two experts could identify 62.5% and 58.6% of the GAN-synthesized liver lesion 

images. Although GANs have been improved with current cutting-edge architectures, they 

still could not produce a synthetic image with good fidelity.[162] In our approach, image 

quality of the synthetic CT scans is not an issue since they were deformed from actual CT 

images. Moreover, training a high-quality GAN requires a substantial amount of training 

data.[161] Therefore, GANs might not be a practical data augmentation approach if the 

initial dataset is extremely limited. 

Notably, our PCA model captures variations in anatomic shape only. However, the 

image appearance or intensity difference could also affect the segmentation results. In our 

future work, we will develop an appearance model[163] based on the PCA to capture inter-

scan intensity difference. By combining the shape and appearance models, we expect to 

include more variations in the training data, and potentially to improve the model 

segmentation performance. Considering the MRI scans, in which the intensity values are not 

calibrated like those for CT scans, the appearance model may be more useful for MR-based 

auto-segmentation.   

3.6 Conclusion 

We presented a simple yet effective approach to create synthetic CT scans with 

contours for training deep learning segmentation models and demonstrated its efficiency by 

developing auto-segmentation models for the parotids and submandibular glands. Our 

approach enables the training of high-quality deep learning segmentation models from a 

severely limited number of well-contoured data (as less as the number of atlases used in 

most multi-atlas segmentation approaches). Our approach could equal or even surpass the 

performance of some state-of-the-art deep learning-based auto-segmentation approaches. 
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Our work not only makes deep learning-based auto-segmentation applicable to more clinical 

situations with limited available data but also greatly reduces the effort needed for data 

curation for deep learning training.  
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Chapter 4: Gross Tumor Volume Auto-segmentation Based on Multimodality Images 

4.1 Abstract 

Background: Head and neck (HN) gross tumor volume (GTV) auto-segmentation is 

extremely challenging due to the morphological complexity and low contrast of targets to 

surrounding normal tissues on planning CT images. Multi-modality images (CT, PET, and 

MR) are used in the routine clinic to assist radiation oncologists for accurate GTV 

delineation due to their different complementary characteristics. 

Purpose: To develop a deep learning segmentation framework for automated GTV 

delineation of HN cancers from the combination of planning CT, PET, and MR images. 

Methods: Two datasets were collected for this study: (1) 524 oropharyngeal cancer patients 

from 7 institutions with their PET/CT image pairs; (2) 128 oropharyngeal cancer patients 

from local institution with their planning CT, PET/CT image pairs, and T1-weighted 

contrasted MR images. 

We developed a two-stage auto-segmentation framework that simulated the usual radiation 

oncologists’ GTV delineation process. In stage 1 a model was trained to localize and 

generate an initial GTV contour using PET/CT image pairs of dataset 1. A local rigid 

registration was then applied to improve the local alignment among planning CT, PET/CT, 

and MR images, focusing on the coarse GTV region. In stage 2, a fine segmentation model 

was trained to generate the final GTV contour based on the combination of the initial GTV 

and all planning CT, PET, and MR images in dataset 2, leveraging the superior soft tissue 

contrast of MR images. The self-adapting nnUNet was used as segmentation models in both 

stages.  

Twenty-five out of the 128 patients in Dataset II were randomly selected as test 

patients, and the proposed model was trained on the remaining patients to generate GTV 

auto-segmentations. This process was repeated for three times, resulting in the evaluation 
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of 75 patients. Model performance was evaluated using Dice similarity coefficient (DSC), 

mean surface distance (MSD), and 95% Hausdroff Distance (HD95) between auto-

segmented GTVs and manual GTVs used in clinic. 

Results: Comparing with the coarse GTV segmentation in Stage 1 with PET/CT, the final 

GTV segmentation in Stage 2 with PET/CT/MR improved mean DSC from 0.60±0.14 to 

0.71±0.11, MSD from 2.9±1.6 mm to2.3±1.4 mm, and HD95 from 10.4±6.5 mm to 8.8±6.7 

mm, respectively. Including MR images for segmentation in Stage 2 improved the 

segmentation performance.  

Conclusions: We developed a novel auto-segmentation tool for HN GTV delineation and 

demonstrated the efficacy of incorporating multimodal images from CT/PET/MR for accurate 

GTV delineation. This is the first work to simulate the clinical workflow of GTV delineation by 

physicians. 
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4.2 Introduction 

Head and neck cancer (HNC) is one of the main causes of cancer-related death 

worldwide [164]. Accurate delineation of the gross tumor volume (GTV) is critical for 

radiation therapy planning and subsequent treatment outcomes. Despite its importance, 

accurately and consistently defining the true GTV remains a significant challenge in 

radiotherapy. This challenge is particularly pronounced in HNC patients because of the 

complicated morphology of HNC tumors, low target to background contrast, and potential 

artifacts on CT images. It makes the delineation of GTV a time-consuming task and heavily 

relying on the experience of the radiation oncologists [165]. The inter-observer contouring 

variability in defining the target volume can be considerable based on different 

experience.[31], [32], [166], [167] Incorrect identification of the target volume during 

treatment planning can lead to marginal misses that ultimately compromise local disease 

control, the main goal of radiotherapy.[168], [169] This is especially critical with the high-

precision techniques, such as intensity modulated radiotherapy (IMRT) and volumetric 

modulated arc therapy (VMAT), which require a precise delineation of the GTV for optimal 

treatment. Several studies have demonstrated that inadequate target volume determination 

by radiation oncologists accounts for a significant proportion of locoregional recurrences 

after IMRT/VMAT for HNC.[170] Recent years, stereotactic body radiotherapy (SBRT) 

became more and more popular for treating HNC recurrence. SBRT delivers very precise 

and intense radiation doses to small targets, typically in one to five fractions. The precision 

radiation delivery calls for even more precise delineation of the GTV.  

 In recent years, multi-modality imaging technology has emerged as a promising 

approach to address the limitations of CT imaging alone. The combination of CT, positron 

emission tomography (PET), and magnetic resonance imaging (MRI) has shown 

considerable benefits to help radiation oncologists define GTV more accurately and 

consistently.[31]–[35] In radiation treatment planning, CT has been the standard imaging 
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modality for contouring the tumor targets due to its excellent anatomical information. On the 

other hand, MRI offers improved soft tissue contrast and enables better discrimination of 

tumor tissue by utilizing different sequences.[171] Additionally, PET provides functional 

information about the tissue metabolism, which can be useful in localizing regions of 

increased metabolic activity. The complementary and synergistic information obtained from 

these modalities can help to overcome the limitations of each imaging modality, thereby 

enhancing the accuracy of GTV delineation and reducing the inter-observer variability.[73] 

The increasing availability of multi-modality medical images make it possible to develop 

deep learning auto-segmentation algorithms to aid in GTV delineation for HNC treatment 

planning. 

 Several studies have investigated deep learning autosegmentation methods that 

utilized multimodality images for HN GTV delineation. Moe et al.[40] reported a mean Dice 

similarity coefficient (DSC) of 0.71 based on CT and PET images in their study involving 197 

patients. They observed that PET had a more significant impact than CT and combining CT-

PET modalities resulted in improved GTV delineation compared to a single modality. 

Andrearczyk, et al.[172] further confirmed the benefits of combining CT and PET modalities 

in HN GTV delineation through their study. The annual Medical Image Computing and 

Computer Assisted Intervention Society (MICCAI) Head and Neck Tumor Segmentation 

Challenge (HECKTOR)[75] has provided a platform to evaluate different auto-segmentation 

models for oropharyngeal GTV delineation based on PET/CT pairs. The best method 

proposed by Myronenko et al.[173] achieved a mean DSC of 0.8 for primary GTV auto-

segmentation. Only one study from Ren et al.[39] has investigated the incorporation of all 

three modalities for segmentation and compared the different CT, PET, and MRI 

combinations for GTV auto-segmentation. They found that the combination of CT-PET 

achieved a mean DSC of 0.73, with the inclusion of MRI (CT-PET-MR) resulting in a slight 

improvement in mean DSC to 0.74. Bollen et al.[38] reported relatively lower mean DSC of 
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0.69 and 0.59 for CT-PET and CT-MR combinations, respectively. However, in contrast to 

Ren et al.’s conclusions[39], their findings suggested that the availability of MR images 

could improve the delineation performance for GTV providing sufficient registration accuracy 

of CT-MR images. However, these studies have some limitations, including the relatively 

small sample sizes, limited exploration of all imaging modalities, and the lack of thorough 

evaluation in a clinical setting.  

 In this study, a two-stage deep learning autosegmentation approach was proposed 

to improve the accuracy and consistency of HN GTV delineation from multimodality images. 

By leveraging the different usability of CT, PET, and MR images, our method allowed a 

more comprehensive and accurate GTV delineation compared to single modality-based 

approaches. Our segmentation approach simulates the GTV delineation process conducted 

by radiation oncologist in clinical practice. In the first stage, PET image is registered to 

corresponding planning CT image and a model was trained to localize the tumor and 

perform an initial GTV segmentation from CT and PET images. In the second stage, the MR 

images were incorporated to train another model to refine the GTV segmentation. In 

addition, our auto-segmentation framework was developed with the ability of handling 

missing modalities by intelligently utilizing the available data to generate GTV segmentation. 

Our model is able to perform segmentation with missing PET or/and MR images. This 

further enhances the clinical practicability of our proposed method. Overall, the proposed 

two-stage coarse-to-fine auto-segmentation approach offers a promising solution to improve 

the accuracy and consistency of HN GTV delineation. 

4.3 Materials and Methods 

The overall framework of our auto-segmentation method is illustrated in Figure 11. In 

stage 1, a deep learning model was developed to localize GTV based on planning CT and 

PET/CT images after a global registration. The coarse GTV generated in this stage was 
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then used to guide the local registration among planning CT, PET/CT, and MR images with 

a focus on tumor in stage 2. After the local registration, a fine segmentation model was 

trained using the combination of the coarse GTV and all CT/PET/MR images to generate the 

final GTV contour. 

 

Figure 11. Framework of two-staged coarse-to-fine segmentation network for the automated 

gross tumor volume (GTV) delineation using planning CT, PET, and MR images.     

 

4.3.1 Data acquisition and preprocessing 

Two datasets were included in this study to develop the auto-segmentation models for 

stage 1 and 2, respectively. The segmentation model was trained for primary GTVs only. 

Nodal GTV segmentation is not investigated in this study.  

Dataset I was comprised of PET/CT image pairs of 524 oropharyngeal cancer patients, 

obtained from seven distinct clinical centers and provided by the HECKTOR 2022 

challenge[75]. All imaging data in the Dataset I was paired with ground truth manual 

segmentations of the primary tumors derived from clinical experts. The PET image 

intensities had been converted to Standardized Uptake Values (SUV). In Dataset I, the CT 

images had an average size of 512×512×200 voxels at an average resolution of 

0.98×0.98×3 mm, while the PET images had an average 3D size of 200×200×200 voxels 

at an average resolution of 4×4×4 mm. Both CT and PET images were resampled to the 
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same size with the resolution of 1×1×2.5 mm. This dataset was specifically utilized for the 

development of the auto-segmentation model in stage 1, requiring only the CT and PET 

images. 

 Dataset II was comprised of 128 HN patients who received treatment at The 

University of Texas MD Anderson Cancer Center from 2017 to 2022. The selection criteria 

for this dataset included: (1) HN patients who were histologically confirmed with tumor in the 

oral region, including oropharynx, tongue, base of tongue, and oral cavity; (2) planning CT, 

PET/CT pairs, and contrast-enhanced T1-weighted MR images were available for the 

patient; (3) the time interval between the different modality scans for each patient could not 

span more than 4 weeks and there were not extensive anatomical variations among those 

scans; (4) manual GTV contours were available on their planning CT images; and (5) the 

patients were excluded if they had received surgery or chemotherapy before radiotherapy. 

The MR images included in this dataset are contrast-enhanced T1-weighted out-of-phase 

Dixon scans, and the selection is based on our clinical experience. To mitigate the influence 

of intensity variations presented in MR images, a Z-score normalization was employed for 

MR images within the patient body. All planning CT, PET/CT and MR images were 

resampled to the resolution of 1×1×2.5 mm3. 

4.3.2 Two-staged auto-segmentation framework development 

The two-staged auto-segmentation framework was proposed based on the GTV 

delineation workflow in routine clinic. When all imaging modalities available, radiation 

oncologists start with PET images (GTVm-PET) to delineate the entire tumor extent based 

on FDG-uptake from PET/CT (after fusion of PET/CT with planning CT). Subsequently, GTV 

delineation based on MR images (GTVm-MRI) are delineated to account for tumor location 

and extent based on anatomy that is not apparent on PET/CT (such as perineural spread), 

microscopic disease not evident on PET/CT and/or refinement of tumor volume due to SUV 
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flare from PET/CT. Before the contour delineation, both treatment position PET/CT and MRI 

are rigidly registered to planning CT with focus on the tumor region during registration. The 

contours were drawn on the planning CT (GTVm-Composite) with a display of the fused 

PET/CT and MRI images. The framework in this study was developed to replicate the 

clinical procedure and to provide an automated and more consistent GTV delineation. 

4.3.3 Network architectures 

The nnU-Net (“no new U-Net”) architecture[174], known for its great performance in 

medical imaging segmentation, was chosen as the autocontouring network for this study. 

This architecture is a modification of the widely popular U-Net convolutional neural network 

framework, and its unique self-configuring data processing and training framework allows for 

a robust and efficient learning process. The nnU-Net framework was employed to customize 

3D U-Nets for auto-segmentation models in both stage 1 and stage 2. Specifically, the nnU-

Net framework dynamically optimized the 3D U-Net network depth to ensure optimal 

utilization of the large patch size. The default model settings were retained for this study 

without any modifications. The models were trained using a five-fold cross-validation 

scheme for 1000 epochs, and the best-performing models were automatically identified and 

ensembled for the final GTV autocontouring of the test sets. The models were implemented 

with the PyTorch and trained on an NVIDIA Tesla V100 GPUs with 32 GB VRAM. The loss 

function was a combination of Dice similarity coefficient (DSC) loss and cross-entropy loss. 

4.3.4 Stage 1: GTV localization 

In stage 1, the PET/CT image pairs in Dataset I were used to train an auto-

segmentation model for GTV localization and initial segmentation. The nnU-Net architecture 

was employed for auto-segmentation, with dual inputs of PET and CT images. 

After the model was trained, it was utilized to generate the initial GTV contours for the 

128 HN patients in Dataset II. To accomplish this, a global rigid registration was performed 
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between planning CT and the CT in the PET/CT pairs, as shown in Figure 1. The resulted 

spatial transformation was then used to resample the PET images to achieve the alignment 

with the planning CT. The global rigid registration was implemented using SimpleITK[175] 

with the Mattes mutual information[176] as the similarity metrics. Once aligned, the planning 

CT and PET images were input into the trained model to create the initial GTV.   

4.3.5 Stage 2: GTV segmentation    

After the initial GTVs were generated for the patients in Dataset II, regions of interest 

(ROIs) were defined by selecting bounding boxes with the size of 128×128×48 to cover the 

initial GTVs. A local rigid registration using the same algorithm in stage 1 was then applied 

to register PET and MR images to planning CT with a focus on the defined ROIs. This local 

rigid registration aims to improve the local alignment within the GTV region so that the setup 

variations in different scans have a minimum impact on the GTV segmentation. In routine 

clinic, local registration is usually easy to achieve with a manual defined local region or ROI 

in most treatment planning systems. To achieve the local registration automatically, we will 

need to first localize the tumor in stage 1 before the local registration algorithm can be 

applied automatically. 

 Following the local rigid registration, the 128×128×48 patches of planning CT, PET, 

MR images, and initial GTV generated in stage 1 were all used to train another nnU-Net 

model for the GTV segmentation. This model was designed to leverage information from all 

image modalities to improve the accuracy of the initial GTV, simulating the clinical process. 

The network architecture was modified to accommodate multiple inputs from the various 

image modalities in this stage. 
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4.3.5 Evaluations and implementation 

 To assess the quality of the GTV segmentation from both stage 1 and stage 2 

models, the auto-generated contours are compared with the manual contours both 

qualitatively and quantitatively. The performance of the stage 1 model was evaluated on all 

patients in Dataset II by generating the GTV(CT/PET). In stage 2, 25 out of the 128 patients 

in Dataset II were randomly selected as test patients, and the proposed model was trained 

on the remaining patients to generate GTV auto-segmentations. This process was repeated 

for three times, resulting in the GTV(CT/PET/MR) for 75 patients.  

 Dice similarity coefficient (DSC), mean surface distance (MSD), and 95% of Hausdorff 

distance (HD95) were used to quantitatively evaluate the performance of the models. 

Additionally, we utilized Dice’s decompositions, precision, and recall in our study to further 

analyze the segmentation performance and identify over-segmentation and under-

segmentation. To assess whether there was a significant difference in performance between 

the coarse and fine GTV auto-segmentation approaches, a two-sided Wilcoxon Rank-Sum 

test was conducted, with the significance level set at p < 0.05. 

Clinical evaluation was also performed on the auto-generated GTVs in stage 1 

[GTV(CT/PET)] and stage 2 [GTV(CT/PET/MR)], of ten patients in Dataset II. This 

evaluation was conducted by three HN radiation oncologists from our institution through 

visual inspection and focused on two aspects: (1) the clinical acceptability of GTV (CT/PET) 

and GTV (CT/PET/MR), and (2) the impact of MR images on the accuracy of GTV 

delineation. For the first aim, GTVs were scored by two HN radiation oncologists using the 

five-point Likert scale as shown in Table 3. For the second aim, we mainly wanted to 

evaluate if MR images can benefit the GTV delineation process. Thus, the two oncologists 

evaluate the test patients and scored using the two-point Likert scale as shown in Table 4.   
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Table 3. Five-point scale for evaluating the quality of auto-generated GTVs. 

Score Acceptability Description 

5 Acceptable: Use as-
is 

Clinically acceptable, could be used for treatment without 
change 

4 Acceptable: Minor 
edits that are not 
necessary 

Stylistic differences, but not clinically important; the current 
contours/plans are acceptable 

3 Unacceptable: 
Minor edits that are 
necessary 

Edits that are clinically important, but it is more efficient to 
edit the automatically generated contours/plans than to 
start from scratch 

2 Unacceptable: 
Major edits 

Edits that are required to ensure appropriate treatment and 
sufficiently significant that the user would prefer to start 
from scratch 

1 Unacceptable: 
Unusable 

Automatically generated contours/plans are so bad that 
they are unusable (i.e., wrong body area, outside confines 
of body, etc.) 

 

Table 4. Two-point scale for evaluating the impact of MR images on the accuracy of GTV 

delineation. 

Score Acceptability Description 

1 Impact Improve the accuracy of GTV delineation 

0 No impact Do not affect the accuracy of GTV delineation 

 

4.4 Results 

 The performance of the proposed two-staged auto-segmentation framework was evaluated 

on Dataset II, and GTV(CT/PET) and GTV(CT/PET/MR) were successfully generated by the models 

in both stage 1 and 2 for each patient. 

 The primary objective of stage 1 was to localize the GTV region. Our model identified all 

GTVs (CT/PET) correctly, without any false positive and false negative detection. These findings 

demonstrated the effectiveness and reliability of our proposed framework for accurately localizing 

GTV regions using CT and PET images in stage 1.  
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4.4.1 Quantitative results 

The quantitative results measured by DSC, MSD, HD95, precision and recall were 

summarized in Table 5. The results showed that the GTV auto-segmentation performance 

was significantly improved with the incorporation of MR images in stage 2. This 

improvement was supported by the observed increase in DSC (0.71±0.11) and decrease in 

MSD (2.3±1.35 mm) and HD95 (8.78±6.7 mm) scores for GTV (CT/PET/MR) compared to 

the GTV(CT/PET) (DSC=0.60±0.14, MSD=2.9±1.6 mm, HD95=10.4±6.5 mm). The statistical 

significance of the performance improvement was confirmed using a two-sided Wilcoxon 

Rank-Sum test (p<0.05), with the exception of precision. 

Upon comparing the performance of GTV(CT/PET) and GTV(CT/PET/MR), we found 

that the precision of GTV(CT/PET) achieved higher value of 0.89±0.13 when comparing to 

GTV(CT/PET/MR). In the contrast, GTV (CT/PET/MR) showed higher recall result. Precision 

and recall are both important metrics used in evaluating the effectiveness of the auto-

segmentation models. Precision measures the accuracy of positive predictions, while recall 

measures the completeness of positive predictions. The higher precision and lower recall of 

GTV (CT/PET) indicated that the use of CT and PET images in stage 1 can precisely 

localize GTV, but may result in underestimation of the actual GTV volume. 

 Furthermore, the impact of including MR images in the training data was also 

explored. To achieve this, we conducted a separate experiment, where the model in stage 2 

was trained with only planning CT and PET images. We then tested the model on Dataset II, 

and compared it to the GTV (CT/PET/MR) from stage 2. The comparison was made using 

the same evaluation metrics, as summarized in Table 3. We denoted the auto-segmentation 

generated based on CT/PET images in stage 2 as GTV (CT/PET*). The model trained with 

all planning CT, PET, and MR images achieved superior performance, with an average DSC 

of 0.71 for GTV (CT/PET/MR) and 0.67 for GTV (CT/PET*). These results suggested that 
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the inclusion of MR images in the training data could improve the performance of the model, 

although the improvement was not statistically significant (𝑝=0.16). 

 

Table 5. Evaluation results of test set for GTVs auto-generated in stage 1: GTV (CT/PET), 

and in stage 2: GTV(CT/PET*) and GTV(CT/PET/MR) using DSC, MSD, HD95, precision 

and recall. GTV(CT/PET*) represents the GTV generated based on CT and PET images in 

stage 2. 

 GTV(CT/PET) GTV(CT/PET*) GTV(CT/PET/MR) 

DSC 0.60±0.14 0.67±0.12 0.71±0.11 

MSD (mm) 2.9±1.6 2.8±1.4 2.3±1.4 

HD95 (mm) 10.4±6.5 10.0±6.5 8.8±6.7 

Precision 0.89±0.13 0.76±0.15 0.78±0.14 

Recall 0.47±0.17 0.66±0.19 0.69±0.18 

The best scores are in bolded in the table. DSC: Dice similarity coefficient; MSD: mean 

surface distance; HD95: 95% Hausdorff distance. 

 

Furthermore, the boxplot in Figure 12 demonstrated the distribution of the quantitative 

scores for GTV(CT/PET), GTV (CT/PET*), and GTV(CT/PET/MR). The median scores for 

GTV(CT/PET/MR) demonstrated a significant improvement over those for GTV(CT/PET), 

which suggests an overall better performance. Moreover, the interquartile range for 

GTV(CT/PET/MR) was smaller than that for GTV(CT/PET) and GTV (CT/PET*), indicating 

less variability in the scores and a more consistent performance. However, the presence of 

outliers for both methods suggested certain cases where the performance of auto-

segmentation models was unstable.  



   

 

55 
 

 

Figure 12. Quantitative evaluation results. Boxplots show the Dice similarity coefficient, 

mean surface distance, 95% Hausdorff Distance, precision, and recall results of 

GTV(CT/PET) and GTV(CT/PET/MR) compared with the ground-truth manual contours. 
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4.4.2 Qualitative results 

The visual assessment also demonstrated consistent results with the quantitative 

analysis. Two selected cases are presented in Figure 13 for comparative analysis, with 

manual contours as ground-truth shown in green. The auto-segmentation of GTVs 

(CT/PET/MR), as represented by the blue contours, achieved the DSC scores of 0.81 and 

0.88, while GTVs (CT/PET) in red have lower DSC scores of 0.58 and 0.62, respectively. 

Both cases in Figure 3 show high degree of agreement between the GTVs (CT/PET/MR) 

and ground-truth contours. In contrast, the GTVs (CT/PET) in stage 1 demonstrated under-

segmentation of the tumors due to the missing of MR information.  

High standardized uptake values on PET images is best suitable for localizing the 

tumor. The strong physiological signal on PET is easy to identify the tumor location in the 

body. However, due to the poor resolution of PET, the tumor detailed extension cannot be 

identified accurately. MR with high spatial resolution and tumor contrast is best severed to 

identify the detailed tumor extents. The proposed framework in stage 2 incorporated all CT, 

PET, and MR images to accurately delineate the detailed boundary of the tumor by using 

the information from MR images. In contrast, stage 1 using only CT and PET images lacked 

the detailed tumor extents. This comparison example demonstrated that the auto-

segmentation framework can effectively leverage anatomical and functional information from 

all CT, PET, and MR images in stage 2, resulting in superior performance compared to the 

model in stage 1.  
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Figure 13. The auto-generated GTVs compared to the physician contours. (a) are the 

sagittal views of two patients. (b-d) are the axial view of the GTVs, shown on planning CT, 

PET, and MR images, respectively. Green is the GTV delineated by physician; Red is the 

GTV contour auto-generated based on CT/PET (in Stage 1); Blue is the GTV contour auto-
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generated based on CT/PET/MR (in Stage 2). Second row are the zoom-in figures of the 

orange boxes shown in the first row. 

4.4.3 Clinical evaluation 

The clinical acceptability of GTV (CT/PET) and GTV (CT/PET/MR) evaluated by 

radiation oncologists are summarized in Table 6. Based on the results, it can be observed 

that both GTV (CT/PET) and GTV (CT/PET/MR) for each patient received a clinical 

acceptability score of 3 or greater. This suggested that all the auto-generated GTVs in stage 

1 and stage 2 were acceptable by radiation oncologists for use in treatment planning, with 

only minor modifications in some cases. However, when examining the scores for higher 

levels of acceptability (≥4), there was a notable improvement in GTV (CT/PET/MR). 

Specifically, 80% of the GTVs (CT/PET/MR) achieved a score of 4 or higher, indicating that 

these auto-generated GTVs can be directly used for treatment planning without any 

modification. Overall, the high scores for both GTV (CT/PET) and GTV (CT/PET/MR) 

suggested that our auto-segmentation framework can generate clinically acceptable GTVs, 

potentially reducing the need for manual editing and saving time in treatment planning. 

Table 6. The evaluation scores of the clinical acceptability of GTV (CT/PET) and GTV 

(CT/PET/MR) of 10 randomly selected patents. 

 ≥3 ≥4 5 

GTV(CT/PET) 100% 60% 40% 

GTV(CT/PET/MR) 100% 80% 40% 

 

Besides the evaluation of the clinical acceptability, the radiation oncologists evaluated 

the impact of using MR for GTV delineation for each patient. The objective was to evaluate 

whether the introduction of MR images in stage 2 improved the accuracy of the GTV 

contours and whether the improvement was clinically meaningful. The evaluation results 
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demonstrated that 70% of the cases can benefit from the incorporation of MR images during 

the GTV delineation process.  

4.4.4 Tumor size impact 

We investigated the relationship between the segmentation performance and the 

size of the GTV volume. We separated the tumors in Dataset II into three groups based on 

their volume: (1) small volume size < 15 𝑐𝑚3, (2) medium volume size between 15-30 𝑐𝑚3, 

and (3) large volume size >30 𝑐𝑚3. The resulting mean and standard deviation of DSC 

scores for the auto-generated GTV (CT/PET/MR) for each group are plotted in Figure 14. 

 

Figure 14. Relationship between DSC and GTV volume size. The mean and standard 

deviation of DSC results are shown for small volume, medium volume, and large volume 

GTVs, respectively. 

 

Our findings demonstrated that there is a difference in DSC scores between the 

different GTV groups, with small volume group achieving a DSC of 0.68±0.12, the medium 
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volume group achieving a DSC of 0.71±0.10, and the large volume group achieving a DSC 

of 0.77±0.07. It is known that DSC value is correlated to tumor volume. A small volume 

usually results to a lower DSC score; however, it does not necessary mean that the 

segmentation is worse compared with a large volume with a higher DSC score. Figure 15 

shows the segmentation for a tumor volume of 6.6 cm3 with a DSC score of 0.65, compared 

with a tumor volume of 57.3 cm3 with a DSC score of 0.78. Compare the two segmentation 

visually, their performance did not show much difference. In Figure 5, the small volume 

group exhibited a large variance in DSC scores indicating the DSC is more sensitive for 

small tumor volumes. In contrast, the large volume group has a smaller standard deviation, 

indicating DSC is less sensitive to segmentation performance difference. This study 

emphasized the need of using a combination of segmentation evaluation metrics, 

particularly for tumor segmentation with a large size variation.  
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Figure 15. Examples of two cases with large and small tumor sizes. The first row shows the 

axial, sagittal and coronal views of a patient with tumor volume of 6.6 cm3, and the DSC for 

the auto-generated GTV is 0.65. The second row shows a patient with tumor volume of 57.3 

cm3 with DSC of 0.78. Green is the GTV delineated by physician; Blue is the GTV contour 

auto-generated based on CT/PET/MR (in Stage 2). 

 

4.4.5 Auto-segmentation with missing modality 

In many GTV delineation cases, not all image modalities are available for contouring. To 

address the missing image modality issue, we developed our models to allow flexible data 

input with missing a channel of image modality. We assume that the planning CT is always 

available, but allow PET or MR image is not available. The results of missing MR images 

have been presented and discussed in section 4.4.1. In this section, we focus on discussing 

the missing of PET images. 
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Our stage 1 model was trained to generate an initial GTV with or without PET images. If 

a PET image is not available for a patient, we generated a blank image automatically and 

use it as the replacement of PET image. During training process, the model was randomly 

presented with either real PET/CT image pair or the blank/CT image pair. During prediction, 

if PET image is not available, a blank image is generated automatically and fed into the PET 

channel. The effectiveness of our proposed model (Model 1) was evaluated by testing it with 

only CT images and CT/PET image pairs in Dataset II, and compared with two other 

models: Model 2 trained with CT images only, and Model 3 trained with real PET/CT 

images.  

Table 7. Quantitative results for our model trained to handle missing PET images. Model 1 

was trained with PET/CT and blank/CT images, Model 2 was trained with CT images only, 

and Model 3 was trained with real PET/CT images. 

Model Test image DSC MSD (mm) HD95 (mm) 

Model 1 

CT only 

0.56±0.17 3.4±2.5 14.8±8.6 

Model 2 0.56±0.17 3.3±2.6 14.4±8.5 

Model 1 

PET/CT 

0.61±0.14 2.8±1.6 10.2±6.6 

Model 3 0.60±0.14 2.9±1.6 10.4±6.5 

The best scores are in bolded in the table. DSC: Dice similarity coefficient; MSD: mean 

surface distance; HD95: 95% Hausdorff distance. 

Out of 75 test cases, there were 6 cases where both Model 1 and 2 cannot identify the 

GTV using CT image only. All of these 6 cases have a small tumor size (<10 cm3) with low 

contrast to surrounding normal tissues. They are difficult to identify without PET images. All 

GTVs were successfully localized by Model 1 and 3 when using both CT and PET images. 

After excluding the 6 cases, the quantitative results of these models were summarized in 

Table 7. The results indicated that Model 1, which was developed to handle missing PET 
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images performed similarly to the other models that were trained for specific modality 

segmentations. Specifically, Model 1 achieved comparable results to Model 2 when tested 

with only CT images, and comparable results to Model 3 when tested with both CT and PET 

images.  

In stage 2, we developed two separate models for GTV auto-segmentation to address 

the potential challenge of missing PET images. The first model was trained using a 

combination of CT/PET/MR images, while the second model utilized only CT/MR images. 

We evaluated the performance of the two models on Dataset II by predicting GTV 

(CT/PET/MR) and GTV (CT/MR), respectively. The quantitative comparison of the two 

models was summarized in Table 8. The table showed that both models achieved 

comparable results, with a DSC of 0.71 indicating a high level of agreement between the 

predicted and ground truth GTV contours. This suggests that even in the absence of PET 

images, the models in stage 2 can still accurately segment the GTV with CT and MR 

images. 

Table 8. Quantitative comparison of two models for GTV auto-segmentation using 

CT/PET/MR and CT/MR images. 

 DSC MSD (mm) HD95 (mm) 

GTV (CT/PET/MR) 0.71±0.11 2.3±1.4 8.8±6.7 

GTV (CT/MR) 0.71±0.12 2.4±1.6 9.0±7.2 

DSC: Dice similarity coefficient; MSD: mean surface distance; HD95: 95% Hausdorff 

distance. 

 

4.5 Discussion 

The development of an accurate and efficient auto-segmentation framework for 

GTVs from multi-modality images is a critical challenge in radiotherapy. In this study, we 
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introduced a novel two-stage auto-segmentation framework for delineating GTVs from multi-

modality images (CT/PET/MR), providing an automatic, fast, and consistent solution for GTV 

segmentation. This is the first auto-segmentation framework to simulate the clinical workflow 

of manual GTV delineation. To achieve this, the framework was developed based on the 

clinical procedures for GTV delineation[177], where physicians typically start with PET to 

identify the GTV region and then contour the GTVs separately using PET and MRI 

information. The final GTVm (Composite) used for treatment planning is a combination of 

GTVm (PET) and GTVm (MR), as shown in Figure 16.  

 

 

Figure 16. An example of the GTVm (PET), GTVm (MR), and GTVm (Composite) used in 

clinic, which are shown on PET, MR and planning CT images, respectively. 

 

Our proposed approach does not show superior segmentation performance purely 

based on mean DSC values by comparing with similar studies in literature.[38]–[40], [172], 

[173] However, it is worth of noting the impact of tumor volume to DSC values when DSC is 

used to evaluate the segmentation performance. According to Guo et al.[74], the size of 

tumor has a substantial impact on the segmentation performance. Their study on GTV auto-

segmentation based CT and PET images demonstrated a significant difference in the DSC 
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scores between large GTV group (volume size > 30 𝑐𝑚3, mean DSC: 0.75) and small GTV 

group (volume size < 30 𝑐𝑚3, mean DSC: 0.6x). In our study, the average size of GTVs in 

test dataset is 16 𝑐𝑚3, with 43% of the GTVs having a volume < 10 𝑐𝑚3, 72% having a 

volume < 20 𝑐𝑚3, and only 12% having a volume > 30 𝑐𝑚3. For tumor volumes > 𝑐𝑚3, our 

method achieved a mean DSC value of 0.77, which outperforms most reported results in 

literature.[38]–[40], [172], [173] On the other hand, our study also signifies the importance of 

using a combination of multiple quantitative metrics to evaluate segmentation performance 

of GTV due to the large variation of the tumor volumes. In general, a combination of DSC, 

MSD, and HD95 is necessary to fairly evaluate GTV segmentation. By examining our MSD 

results, our method outperformed all other reported results [38]–[40], [172], [173]. 

In our evaluation of GTV(PET/CT) or GTV (PET/CT*), the ground-truth used for 

comparison is the final GTV contour manually delineated by radiation oncologists using a 

combination of planning CT, PET, and MR images. It is known that the detailed boundary of 

the tumor is not visible on either CT or PET. Therefore, the segmentation results of 

GTV(PET/CT) or GTV(PET/CT*) could miss the tumor detailed boundaries that are only 

available on MR images. The relatively low DSC values may reflect the importance of 

incorporating MR images for GTV segmentation. On the other hand, some reported studies 

using PET/CT only usually use manual GTV contours delineated from PET/CT only as 

ground-truth. Since both auto-segmented contours and ground-truth did not use any MR 

information, a better agreement may be expected. We used a clinical case to demonstrate 

this point. In this case, the manual GTV contour was created in the following way in clinic. 

The GTV contours were first delineated separately on PET image [GTVm(PET)], MR image 

[GTVm(MR)] and the final GTVm(Composite) was determined through a fusion of GTVm(PET) 

and GTVm(MR) by leveraging all available information from planning CT, PET, and MR 

images. Our auto-segmented GTV (CT/PET) was compared with the manual contour GTVm 
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(PET) and GTVm (Composite) shown in Figure 17. The figure shows that the auto-

segmented GTV (CT/PET) closely resembles the manual GTVm (PET) when only PET/CT 

information was used for the segmentation [DSC = 0.89]. It also showed that by 

incorporating the MR image, the GTVm (Composite) greatly deviated from GTVm (PET) by 

including the tumor boundary details. Our auto-segmented GTV(PET/CT) has a DSC of 0.64 

by comparing with the GTVm (Composite).  

 

 

Figure 17. The auto-generated GTV (PET/CT) compared to the physician contours. Auto-

generated GTV (PET/CT), the clinical GTVm (PET) delineated by physician and the clinical 

GTVm (Composite) are shown as red, orange, and green contours, respectively. The first 

row is the comparison between GTV (PET/CT) and clinical GTVm (PET) shown in planning 

CT (a) and PET (b) images. The second row is the comparison between GTV (PET/CT) and 

corresponding GTVm (Composite) shown in planning CT (a) and PET (b) images. 

 



   

 

67 
 

Auto-segmentation from multi-modality images is also challenged by accurate alignment 

of planning CT, PET, and MR images. Despite short intervals between image acquisitions, 

variations may exist due to factors such as patient discomfort, changes in tumor size, or 

differences in positioning instruction. The degree of flexion or extension of the neck can vary 

significantly between different sessions, making it difficult to accurately register the multi-

modality images. For example, Ren et al.[39] observed poor GTV autosegmentation quality 

using a combination of CT and MR images due to poor registered CT/MRI data when MR 

images were deformably registered to the planning CT images. To address the tumor 

alignment issue, we applied both global and local rigid registration to minimize the 

misalignment. In stage 1, a global rigid registration was implemented to align planning CT 

and PET images, with the main goal for localizing the tumor and generating an initial GTV. A 

high-accurate registration was not required for the localization purpose. In stage 2, we 

introduced a local rigid registration based on the initial GTV generated in stage 1. This local 

registration focusses on the GTV region to improve the alignment accuracy for tumor. To 

ensure sufficient registration accuracy, the results of registration in each stage were 

manually inspected. It is worth of noting that deformable registration is not suitable for pre-

alignment of multimodal images for segmentation because deformable registration could 

potentially change the morphology of tumor causing inaccurate segmentation. The 

hierarchical rigid registration is best suited for this purpose. The two-stage segmentation is 

partially due to the implementation of the hierarchical rigid registration automatically.  

Besides quantitative evaluation, our clinical evaluation of the contours scored by three 

radiation oncologists demonstrates the clinical usability of this tool. As shown in table 4, all 

the auto-generated GTVs in stage 2 received a score greater than 3, of which, 80% having a 

score 4 or 5 does not need any editing and 20% having a score of 3 needs minor editing.  

The use of multi-modal imaging techniques, such as PET/CT and MRI, has been shown 

to improve the accuracy and consistency of GTV delineation in radiation treatment planning. 
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[31]–[33] However, these modalities may not always be available in clinical settings. To 

address the data availability issue, we proposed the two-staged auto-segmentation 

framework that is adaptable to different scenarios. Specifically, our proposed two-stage 

auto-segmentation framework can generate GTV contours using different image 

combinations (CT, CT/PET, CT/MR, or CT/PET/MR), depending on the available imaging 

modalities. This flexibility makes our framework a valuable tool in clinical practice where 

access to all modalities may not always be possible. The experiments conducted in Section 

3.6 demonstrate the robustness of our framework in generating accurate and consistent 

GTV segmentations with missing certain modalities.  

In our study, the inclusion of MRI was demonstrated to improve the performance of GTV 

delineation. Our results are consistent with the findings of Bollen et al. but in opposition to 

those of Ren et al. As previously discussed, the differences in outcomes may have been 

affected by inherent challenges, including the poor MR-CT registration and non-

standardized intensity of MR images. It is worth noting that the advantages of using MRI in 

GTV delineation have been extensively reported in previous studies [35], [38], [73]. 

Moreover, the development of MRI-guided radiotherapy for HNC enables the acquisition of 

MR images in the treatment position with an immobilization mask. This allows for improved 

registration accuracy between MR and planning CT images, and thus enhances the 

potential benefits of automated delineation based on the combination of CT and MR images. 

The incorporation of MRI in the radiotherapy workflow can facilitate more accurate and 

consistent GTV delineation.  

Despite the promising results and clinical potential of our proposed GTV auto-

segmenting framework, our study still has several limitations. First, the performance of our 

models heavily relied on the quality of manual GTV contours used for model training. As the 

ground-truth GTVs were delineated by different HN radiation oncologists, there existed inter-

observer variability. The inconsistencies in the manual GTVs may carry over to 
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segmentation and lower segmentation performance. To address this issue, more training 

data with variations are needed. Second, our model was trained and evaluated only for the 

auto-segmentation of GTV in the oral region, including base of tongue, oropharynx, and 

tonsil disease. This is rather limited, however, due to the anatomical difference, it cannot be 

extended directly to other HN subsites. In addition, our model only segments primary tumors 

while ignores nodal GTVs. To autocontour nodal GTVs or GTVs in other subsites, a new set 

of data need to be curated to train a new model. Future studies should aim to validate our 

segmentation framework on larger and more diverse datasets (e.g. multi-institutional 

datasets) to better understand its potential impact on clinical outcomes. Last, we used only 

contrast-enhanced T1-weighted out-of-phase Dixon MR sequences for our model 

development. It would be beneficial to further investigate other more general MR sequences 

for segmentation, (e.g. T2-weighted MRI). 

4.6 Conclusion 

In this study, we successfully developed an automated tool for accurate GTV 

delineation in HN cancer patients using multimodal images from PET/CT/MR. Our tool 

allows for flexible inputs with missing PET and/or MR images, making it a valuable tool in 

clinical settings where access to all imaging modalities may not always be possible. Our 

two-stage auto-segmentation framework simulates the clinical workflow of GTV delineation 

by radiation oncologists, which is a significant advantage over previous studies. The efficacy 

of our proposed auto-segmentation tool could potentially reduce the physician workload and 

improve the accuracy and consistency of GTV delineation from multimodal images, which 

ultimately will improve radiation treatment outcomes for HNC patients. 
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Chapter 5: Automated Deformable Image Registration for MR-guided Adaptive 

Radiotherapy 

This chapter is based upon the following article: 

 

Yao Zhao, Xinru Chen, Brigid McDonald, Cenji Yu, Laurence E. Court, Tinsu Pan, He 

Wang, Xin Wang, Jack Phan, and Jinzhong Yang "Patch-RegNet: a hierarchical deformable 

registration framework for inter-/intra-modality head-and-neck image registration with ViT-

Morph", Proc. SPIE 12464, Medical Imaging 2023: Image Processing, 1246403 (3 April 

2023). doi: 10.1117/12.2653352 

 

5.1 Abstract 

Background: Deformable image registration (DIR) between daily and reference images is 

fundamentally important for adaptive radiotherapy. In the last decade, deep learning-based 

image registration methods have been developed with faster computation time and 

improved robustness compared to traditional methods. However, the registration 

performance is often degraded in extra-cranial sites with large volume containing multiple 

anatomic regions, such as Computed Tomography (CT)/Magnetic Resonance (MR) images 

used in head and neck (HN) radiotherapy. 

Purpose: To improve the accuracy and speed of CT-MR and MR-MR registration for head-

and-neck MR-Linac treatments through an automated deformable image registration (DIR) 

framework. 

Methods: We developed a hierarchical registration framework. Following a whole-volume 

rigid registration, the input images were divided into overlapping patches. Then a patch-

based rigid registration was applied to achieve accurate local alignment for subsequent DIR. 

We developed a ViT-Morph model, a combination of a convolutional neural network (CNN) 

and the Vision Transformer (ViT), for the patch-based DIR. A modality independent 

https://www.spiedigitallibrary.org/profile/Yao.Zhao-4407922
https://www.spiedigitallibrary.org/profile/Xinru.Chen-4416682
https://www.spiedigitallibrary.org/profile/Brigid.McDonald-4423421
https://www.spiedigitallibrary.org/profile/Cenji.Yu-4423424
https://www.spiedigitallibrary.org/profile/Xin.Wang-4423425
https://www.spiedigitallibrary.org/profile/Jack.Phan-4423429
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neighborhood descriptor was adopted in our model as the similarity metric to account for 

both inter-modality and intra-modality registration. The CT-MR and MR-MR DIR models 

were trained with 242 CT-MR and 213 MR-MR image pairs from 36 patients, respectively, 

and both tested with 48 image pairs (24 CT-MR and 24 MR-MR) from 6 other patients. The 

registration performance was evaluated with 7 manually contoured organs (brainstem, 

spinal cord, mandible, left/right parotids, left/right submandibular glands) using Dice 

similarity coefficient (DSC) and mean surface distance (MSD). These indexes were 

compared with the traditional registration methods in Monaco treatment planning system 

and the popular deep learning-based DIR framework, Voxelmorph. 

Results: The average DSC and MSD calculated over all organs between the deformed 

contours and the reference manual contours were 0.76±0.05/1.9±0.5mm for CT-MR 

registration and 0.87±0.06/0.9±0.3mm for MR-MR registration, respectively. Our method 

outperformed VoxelMorph by 6% for CT-CT registration, and 4% for MR-MR registration 

based on DSC measurements. Of the organs, right parotid achieved the best results 

(0.81±0.03/2.0±0.5mm) while mandible had the worst (0.71±0.04/1.9±0.3mm) in CT-MR 

registration; brainstem had the best results (0.93±0.02/0.6±0.2mm) while right 

submandibular gland had the worst (0.84±0.05/1.0±0.4mm) in MR-MR registration.  

Conclusions: We developed a fully automated hierarchical registration framework that 

achieved significantly improved DIR accuracy of both CT-MR and MR-MR registration for 

head-and-neck MR-guided adaptive radiotherapy.   
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5.2 Introduction 

Recent technological advancement in radiotherapy (RT) has enabled online adaptive 

radiotherapy (ART) to optimize radiation treatment plans on-the-fly based on daily anatomy 

changes to improve treatment accuracy[178]. ART is attractive in the treatment of head and 

neck cancer (HNC) because potential significant tumor shrinkage, large anatomical 

deformation of organs at risk (OARs), and substantial weight loss are commonly observed 

for HNC patients during treatment[179]–[181]. Without ART, the anatomical changes can 

lead to a compromised plan for dose delivery, with either unnecessary damage to critical 

organs or undertreatment near the tumor boundary. Cone beam computed tomography 

(CBCT) has been in use for decades for patient alignment, it enables the observation of 

anatomical changes and assessing the necessity of conducting offline ART[182]. However, 

the inferior image quality and poor soft tissue contrast of CBCT can limit its performance in 

clinical implementation. The advent of magnetic resonance (MR) imaging-guided linear 

accelerators (MR-Linacs) has provided an excellent platform for online ART, enabling MR-

guided radiotherapy (MRgRT)[95], [183], [184]. Integrated MR-Linacs allow the acquisition 

of on-board MR images just before radiation delivery, thereby providing superior 

visualization of the soft tissue for daily online plan re-optimization.  

In MRgRT, daily MR images are used for daily set up verification and plan adaptation. 

The key enabling technology for online ART is deformable image registration (DIR), which 

establishes spatial relationship between two images by transforming a moving image to a 

fixed image space. DIR establishes the relationship between the planning computed 

tomography (CT) and MRI images so that the original treatment plan on CT can be adapted 

and re-optimized based on daily anatomy on MRI to achieve optimal treatment 

delivery[184]–[186]. The current ART workflow relies on the DIR process to deform contours 

delineated on planning CT onto the daily MR image, followed by a full plan re-optimization 

using the established spatial relationship between CT and MR images. However, DIR 
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between CT and MR images has long been a difficult task due to significant contrast 

differences and anatomical changes over time, particularly for extracranial anatomical sites. 

For example, the neck flexion is often unavoidable from fraction to fraction no matter how 

carefully the patient is set up for HNC treatment. In addition, the treatment volume of HNC 

often spans a large region from top of nasopharynx to lower neck or upper lung, further 

complicating the DIR task because of locoregional anatomical variations in the HN region, 

as shown in Figure 18. Existing registration tools in clinic could not ensure accurate and 

robust contour propagation, especially for flexible structures such as the neck and spine[95]. 

They always require the physician to review and revise the deformed contours on daily MR 

images, which is tedious and time-consuming. Therefore, to facilitate the online ART 

workflow of MRgRT of HNC, it is crucial to develop a fast and efficient DIR method for CT-

to-MR registration.  

 

 

Figure 18: Illustration of the anatomical coverage of head and neck cancer patient    

 

Many approaches have been developed to address the challenges in inter-/intra 

modality image registration. For decades, traditional registration algorithms based on 
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maximizing image similarity between two images have been successively implemented in 

many applications[98]. However, these iterative optimization-based methods usually require 

high computational cost and are not robust or accurate for cases with large deformation. 

Recently, deep learning (DL)-based approaches have been demonstrated to have superior 

performance and speed compared to the traditional methods [187]–[190]. The DL-based 

DIR methods are broadly categorized into (i) supervised and (ii) unsupervised learning 

methods[187]–[189]. In supervised learning methods, the networks are trained with ground-

truth deformation vector fields (DVFs) that are usually generated from traditional methods or 

synthetic data. The registration performance is limited by the quality of ground-truth DVFs 

which may be different from the actual anatomical deformation. On the other hand, 

unsupervised learning methods have been developed to overcome these limitations by 

training the networks to optimize similarity metrics between deformed and fixed images like 

traditional registration methods. VoxelMorph, proposed by Balakrishanan et al.[191], was an 

example of unsupervised learning methods that utilized a spatial transformer network 

(STN)[192] to generate the deformed image during training process. However, the 

application of the unsupervised registration methods for CT-to-MR comes with many 

challenges due to the inherent limitation of available similarity metrics. While mutual 

information (MI)[193], [194] has been commonly used in CT-to-MR registration, its 

performance for DIR may be diminished due to its intrinsic global measurement and limited 

capacity in distinguishing tissue types with similar intensities [195]. To overcome this 

problem, translation methods using Generative Adversarial Network (GAN)[196] have been 

proposed to generate synthetic CT (sCT) from MR images, which are used as a bridge for 

CT-to-MR registration. McKenzie et al.[197] reduced the multi-modal registration problem to 

a mono-modal one by using a cycle-consistency GAN model to generate sCT from MR 

images for HNC patients. Xu et al.[198] proposed to further combine the sCT-to-CT 

registration together with MR-to-CT registration, which could leverage the deformation 
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predictions from both multi-modal and mono-modal registrations. However, the performance 

of this method is restricted by the reliability of the anatomical features in synthetic 

images[198]. Furthermore, the convolutional neural network (CNN)-based registration 

methods with a limited size effective receptive field may suffer from loss of long-range 

spatial relations in moving and fixed images during registration. Recently, there has been an 

increase of applying transformer to computer vision tasks, such as segmentation[199]–[201], 

image reconstruction[202], [203], and image recognition[204], [205]. This technique has 

been demonstrated to have superior performance in image registration because of its self-

attention mechanism and ability to build associations between distant parts of images[190], 

[206]–[208]. 

In this study, we attempt to achieve accurate and rapid DIR between CT/MR or MR/MR 

for online MR-guided ART for HNC. We propose a novel hierarchical registration framework 

named Patch-RegNet, where the patch-based registration is introduced to improve the local 

alignment. One difficulty in training a DL-based DIR network for HNC is to achieve a good 

initial position between moving and fixed images owing to their extensive coverage over 

multiple anatomic sites, including the head, neck, shoulders, and upper lungs. Our Patch-

RegNet addresses this issue using a three-stage workflow: a whole volume rigid registration, 

a patch-based rigid registration, and a patch-based deformable registration. The patch-

based rigid registration ensures an improved local pre-alignment between two images for 

subsequent DIR. Our patch-based DIR network, ViT-Morph, is built upon the combination of 

Vision Transformer (ViT)[204] and VoxelMorph[191] to take advantage of both CNN features 

and the long-range spatial relationships from the transformer. In addition, the modality 

independent neighborhood descriptor (MIND)[195] is used as the similarity metric in Patch-

RegNet to account for both inter- (CT-to-MR) and intra- (MR-to-MR) modality DIR. Our 

proposed Patch-RegNet is evaluated on the clinical HNC CT and MR images acquired for 

radiotherapy both qualitatively and quantitatively.  
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5.3 Methods and Materials 

5.3.1 Overview  

Patch-RegNet has a hierarchical registration framework to complete registration tasks 

robustly and automatically in a fully unsupervised manner. The overall framework is shown 

in Figure 19. 

The hierarchical registration framework starts with a whole-volume rigid registration. 

The moving and fixed images are first rigidly registered based on whole-image volumes. 

Overlapping patches are then extracted from the pre-aligned images for the subsequent 

patch-based registration model. Within patch-based registration, a rigid registration is 

applied to further refine the local alignment of patch pairs for following DIR, which is 

achieved by training a patch-based DIR network, ViT-Morph, for registration. The ViT-Morph 

model is trained to capture the deformation field between moving and fixed patches. A 

deformed patch is generated by warping the moving patch with the deformation field using a 

spatial transformer network (STN). Finally, the deformed patches are fused together to 

obtain the entire deformed image.  
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Figure 19: Overall framework of Patch-RegNet consisting of three-stage registrations: a 

whole volume rigid registration, a patch-based rigid registration, and a patch-based 

deformable registration. The patch-based registration model that includes stages 2 and 3 is 

shown in (b) and (c). (b) The schematic illustration of ViT-Morph: a hybrid network of vision 

transformer (ViT) and VoxelMorph; (c) the details of the convolutional neural network (CNN): 

a combination of a modified residual-UNet and ViT. The transformer encoder consists of 12 
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alternating layers of Multihead Self-Attention (MSA) and Multi-Layer Perceptron (MLP) 

blocks.   

 

5.3.2 Whole volume global registration 

Let 𝑉𝑀, 𝑉𝐹 ∈ ℝ𝐷×𝐻×𝑊 denote the whole volumes of moving and fixed images. 𝑉𝑀 and 

𝑉𝐹 are first rigidly aligned to account for different anatomical scanning range as an initial 

step to facilitate the subsequent DL-based DIR process. In Patch-RegNet, we use 

SimpleITK[209] to implement a rigid registration method that minimizes the Mattes MI[210] 

between moving and fixed images with a gradient optimization algorithm. Instead of using 

an affine transform, a similarity transform is employed for the linear registration. We observe 

that a similarity transform could often give more robust results than an affine transform for 

the sake of slightly inferior local alignment accuracy. After the whole volume linear 

registration, 𝑉𝐹 and pre-aligned 𝑉𝑀 are cropped to the overlapped region, represented by 𝑉𝐹
′ 

and 𝑉𝑀
′ , for the following registration. 

5.3.3 Patch-based local registration 

The whole volume registration techniques generally do not provide sufficient accuracy in 

some local regions for subsequent DIR, especially for images covering a large area with 

multiple anatomical sites like HN images. 

To address this problem, we propose the patch-based rigid registration to provide the 

DL-based registration with improved regional guidance. Let 𝑃𝑚, 𝑃𝑓 ∈ ℝ𝑑×ℎ×𝑤 represent the 

corresponding patches extracted from the fixed and pre-aligned moving images. The 

parameters 𝑑, ℎ, 𝑤 are chosen to enable the patch to cover the complete anatomic site/sites 

and keep it with the flexibility of locoregional alignment. Body masks are generated for 𝑉𝐹
′ to 

assist the patch extraction. Based on the body mask, the patch centers are limited to be 

within the patient body to minimize the air region in each patch. As shown in Figure 20, two 
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tunable parameters, stride 𝑠 and cropping 𝑐, allow the flexibility of patch extraction and 

border exclusion during patch fusion. As registration for each image voxel needs the 

surrounding spatial information, the patches are extracted with large overlapping regions 

which are controlled by the user specified strides 𝑠. However, registration in the peripheral 

regions of patches might be inaccurate due to the lack of sufficient surrounding spatial 

information. Thus, the patches are cropped to abandon the peripheral regions in the patch-

fusion process. 

 

 

Figure 20: Illustration of patch processing with adjustable parameters stride 𝑠 and cropping 

𝑐. (a) Patch extraction. (b) Patch fusion. (c) Patch extraction is restricted within the patient 

body. ℎ × 𝑤 is the patch size. The diagram is shown in 2D, but the actual implementation is 

in 3D. 

 

After patch extraction, 𝑃𝑚 and 𝑃𝑓 are registered using the same algorithm used in whole 

volume linear registration for further local alignment. The pre-aligned patch 𝑃𝑚
′ , generated 

from 𝑃𝑚, is then deformably registered to 𝑃𝑓 using the patch-based ViT-Morph network. 

During patch fusion, each patch is cropped by cropping parameter 𝑐 to keep the central part 

of the patch for the final deformed image. 
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5.3.4 Patch-based deformable registration: ViT-Morph 

The objective of the final stage is to predict a deformation vector field 𝜙 ∈ ℝ3×𝑑×ℎ×𝑤 that 

can warp the moving patch 𝑃𝑚
′  to match the fixed patch 𝑃𝑓. Based on the framework of 

VoxelMorph, we adapted the UNet architecture and combine it with Vision Transformer (ViT) 

to construct the ViT-Morph network. The framework is shown in Figure 19 (b) and (c). 

Specifically, a residual-UNet is adopted in the netork. It can take advantage of long skip 

connections like UNet and alleviate the gradient vanishing issue with residual connections. 

The overview of our architecture is described in Figure 19 (b). The implementation of ViT 

has been detailed described in previous work[204], [199], [206]. ViT is integrated as an 

encoder with the residual-UNet in feature map level. To be more specific, after the images 

(𝑃𝑓 , 𝑃𝑚
′ ) are encoded into feature maps through residual-UNet decoders, the high-level 

feature maps are fed into ViT and extracted into vectorized patches {𝑥𝑝
𝑖 ∈ ℝ𝑃3.𝐶|𝑖 = 1,… ,𝑁}, 

where 𝑥𝑝
𝑖  denotes the 𝑖𝑡ℎ vectorized patch, 𝑃 represents the patch size, 𝑁 =

𝑑ℎ𝑤

𝑃3  is the 

number of patches, and 𝐶 denotes the channel size. The patches are then mapped into a 

latent D-dimensional space using a trainable linear projection. The patch positional 

information is preserved by adding specific position embeddings to the patch embeddings:  

𝒛𝟎 = [𝑥𝑝
1𝑬; 𝑥𝑝

2𝑬;… . 𝑥𝑝
𝑁𝑬] + 𝑬𝒑𝒐𝒔 

where 𝑬 ∈ ℝ(𝑃3.𝐶)×𝐷 is the patch embedding projection and 𝑬𝒑𝒐𝒔 ∈ ℝ𝑁×𝐷 is the position 

embedding.  

Following the patch and position embeddings, the embedded patches are fed into the 

Transformer encoder, which consists of 12 layers of Multihead Self-Attention (MSA) and 

Multi-Layer Perceptron (MLP) blocks[211]. The output of the ℓ𝑡ℎ Transformer encoder can 

be expressed as following:  

𝒛𝓵
′ = 𝑀𝑆𝐴(𝐿𝑁(𝒛𝓵−𝟏)) + 𝒛𝓵−𝟏 
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𝒛𝓵 = 𝑀𝐿𝑃(𝐿𝑁(𝒛𝓵
′ )) + 𝒛𝓵

′  

where 𝒛𝓵 represents encoded image representation and 𝐿𝑁(. ) denotes the layer 

normalization, which is added before each MSA and MLP block.   

Finally, the resulting sequence of hidden feature from ViT is reshaped and decoded with 

residual-UNet decoders to output the final deformation field 𝜙. STN is implemented to warp 

the moving patch 𝑃𝑚
′  with 𝜙, and the dissimilarity between 𝑃𝑓 and 𝑃𝑚

′ ∘ 𝜙 is then calculated 

as the similarity loss function for network training.   

5.3.5 Loss function and training strategy 

The simple intensity-based similarity loss in VoxelMorph could not be used 

effectively for inter-modality (CT-to-MR) registration. MI was introduced for the rigid 

alignment of multi-modal images. However, its application to deformable CT-to-MR 

registration comes with many difficulties[195]. Because MI is intrinsically a global 

measurement, it would result in inaccurate image registration with the loss of local accuracy. 

In our network, we employed MIND[195], a feature of 12 channels extracting the distinctive 

structure similarity from a local neighborhood, as the similarity metric for DIR, described 

further below. It has been demonstrated to have superior performance in MR-to-CT DIR 

tasks using conventional registration algorithms[212]. Following the similar implementation, 

the MIND features are calculated for fixed 𝑃𝑓 and deformed patches 𝑃𝑚
′ ∘ 𝜙 during the 

training process. The MIND-based unsupervised loss ℒ𝑀𝐼𝑁𝐷 penalizes the differences 

between their MIND features and is defined as follows: 

ℒ𝑀𝐼𝑁𝐷(𝑃𝑓 , 𝑃𝑚
′ ∘ 𝜙, 𝑥) =

1

|𝑅|
 ∑‖𝑀𝐼𝑁𝐷(𝑃𝑓 , 𝑥, 𝑠) − 𝑀𝐼𝑁𝐷(𝑃𝑚

′ ∘ 𝜙, 𝑥, 𝑠)‖
2

𝑠∈𝑅

             

where ℒ𝑀𝐼𝑁𝐷(𝑃𝑓 , 𝑃𝑚
′ ∘ 𝜙, 𝑥) represent the similarity loss between fixed 𝑃𝑓 and deformed 

patches 𝑃𝑚
′ ∘ 𝜙 at voxel 𝑥, and 𝑀𝐼𝑁𝐷(⋅,⋅,⋅) denotes the MIND feature. Specifically, for voxel x 

in image patch 𝐼, its MIND feature in a local search region 𝑅 is defined as: 
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𝑀𝐼𝑁𝐷(𝐼, 𝑥, 𝑠) =
1

𝑀
exp(−

𝐷𝑝(𝐼, 𝑥, 𝑥 + 𝑠)

𝑉(𝐼, 𝑥)
)                            𝑠 ∈ 𝑅  

where M is a normalization constant to ensure the maximum value of 𝑀𝐼𝑁𝐷(𝐼, 𝑥, 𝑠) is 1, 

𝐷𝑝(𝐼, 𝑥, 𝑥 + 𝑠) denotes the patch distance, 𝑉(𝐼, 𝑥) represents the local variance estimation, 

and the spatial search region is set to be |𝑅| = 6. To be more specific, 𝐷𝑝(𝐼, 𝑥, 𝑥 + 𝑠) is the 

𝐿2 distance between two patches 𝑃 with the size of (2p+1)3 centered at voxel 𝑥 and voxel 

𝑥 + 𝑠, defined as: 

𝐷𝑝(𝐼, 𝑥, 𝑥 + 𝑠) =  ∑(𝐼(𝑥 + 𝒑) − 𝐼(𝑥 + 𝑠 + 𝒑))
2

𝒑∈𝑃

 

And the variance estimate 𝑉(𝐼, 𝑥) is calculated based on the mean of the patch distances 

within a six-neighborhood 𝑛 ∈ 𝑁: 

𝑉(𝐼, 𝑥) =
1

6
 ∑ 𝐷𝑝(𝐼, 𝑥, 𝑥 + 𝑛)

𝑛∈𝑁

 

In order to ensure the generation of a reasonable deformation vector field 𝜙, a 

smoothness constraint is needed for regularization. In our study, the 𝑙2-norm of first order 

gradient of 𝜙 was applied as the diffusion regularizer ℒ𝑠𝑚𝑜𝑜𝑡ℎ as: 

ℒ𝑠𝑚𝑜𝑜𝑡ℎ(𝜙) =  ∑ ‖∇𝒖

𝒑∈𝜔

(𝒑)‖2 

where 𝜔 is the set of all voxels and 𝒖 denotes the displacement field. Thus, the final loss 

function used for training the network is: 

ℒ(𝑃𝑓 , 𝑃𝑚
′ , 𝜙) = ℒ𝑀𝐼𝑁𝐷(𝑃𝑓 , 𝑃𝑚

′ ∘ 𝜙) + 𝜆 ℒ𝑠𝑚𝑜𝑜𝑡ℎ(𝜙) 

where 𝜆 is a tunable regularization parameter. 

5.3.6 Data acquisition and preprocessing 

MR and CT images of 42 head and neck patients who were treated on a 1.5 T MR-

Linac (Unity; Elekta AB; Stockholm, Sweden) at The University of Texas MD Anderson 

Cancer Center were included in this study. Each patient had a pre-treatment CT simulation 
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scan and daily T2-weighted MR scans. The number of treatment fractions ranged from 2 to 

35, giving a total of 266 pairs of CT-MR and 237 pairs of MR-MR scans. The voxel 

intensities of MR images can vary significantly among different patients, scans, and 

machines. To reduce the intensity variations in MR images, the Z-score normalization[213] 

within the patient body was applied. The body contour for each MR image was generated in 

RayStation (version 11B; RaySearch Laboratories; Stockholm, Sweden), and the Z-score 

normalization was conducted only within the body contours.  

After the whole volume registration in the first stage, all fixed and moving images were 

preprocessed to have an isotropic resolution of 1𝑚𝑚3 and spatial dimensions 

(420×420×300). In the following patch-based registration step, the stride was chosen to be s 

=96, 96, 80, and the overlapping patches were extracted with a size of (160×160×128), 

which can sufficiently cover one complete anatomical structure in HN region. 40 to 80 

patches were extracted from each scan, depending on the patient’s body size. In the patch 

fusion, we used the cropping parameter c = 20, 20, 16 to exclude the boundary region in the 

fusion process.  

5.3.7 Evaluations and implementation 

We selected 48 pairs of images (24 CT-MR and 24 MR-MR) from 6 patients as a testing 

dataset, and the remaining data were used as a training dataset. Seven manually labelled 

organs at risk (OARs) were used for evaluation, including brain stem, spinal cord, mandible, 

right and left parotid glands, right and left submandibular glands. These OARs were 

contoured separately on CT and T2-weigthed MR images by experienced radiation 

oncologists. After the DIR by our model, the deformed contours of the moving images were 

compared with those on the fixed images by calculating Dice similarity coefficient (DSC) and 

mean surface distance (MSD). Those labelled structures were only used for quantitative 
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evaluation and not used for model training. Visual assessment was also performed by 

overlaying the deformed contours on those ground-truth contours in the fixed images.  

To demonstrate the effectiveness of our method, we compared our Patch-RegNet with 

VoxelMorph-MIND and a clinical DIR tool in Monaco Treatment Planning System (version 

5.4 Elekta AB; Stockholm, Sweden). VoxelMorph-MIND is the VoxelMorph network using 

MIND as the similarity metric and whole-volume global registration for pre-alignment. Input 

images were cropped and resized to 256×256×288 to fit the network. In addition, we also 

trained a ViT-Morph-MIND mode without using hierarchical registration framework for 

comparison. The ViT-Morph-MIND model was trained with whole-volume images, which 

have the same image size of 256×256×288 as that in VoxelMorph-MIND. The paired two-

tailed t-test was included in our study to evaluate the statistical difference between our 

proposed method and other methods at a significance level of 0.05 (defined by a 𝑝 < 0.05).  

Our Patch-RegNet was implemented with the TensorFlow and trained on an NVIDIA 

QUADRO RTX 8000 for 120 epochs. We applied Adam optimizer[214] to train our model 

with a learning rate of 0.0001. The regularization parameter λ is set to 0.1 to achieve the 

best network performance based on our investigation. To improve the model performance 

during training process, we adopted rotation, random flipping, and non-linear transformation 

for data augmentation. 

5.4 Results 

5.4.1 Registration accuracy: inter-modality (CT-to-MR) registration 

The DIR results between CT and daily MR images were quantitatively and 

qualitatively analyzed to evaluate the performance of our Patch-RegNet for inter-modality 

registration.  
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Figure 21: Qualitative evaluation results of different registration methods. The manual 

contours (red color-wash) are compared with the deformed contours from Monaco (yellow), 

VoxelMorph-MIND (green), ViT-Morph-MIND (purple), and our Patch-RegNet (blue) 

methods. 

 

Examples of the CT-to-MR registration results are shown in Figure 21. The contours on 

the simulation CT images were propagated onto the daily MR images using different 

registration methods, including the traditional DIR tool in Monaco (a1, c1), VoxelMorph-

MIND (a2, c2), ViT-Morph-MIND (a3, c3), and Patch-RegNet (a4, c4). The deformed 
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contours were overlaid on the MR images and compared to the ground-truth contours 

shown in red color-wash for the evaluation of DIR accuracy. For better visualization, the 

insets (b1-b4, d1-d4) show the zoomed-in images of the deformed contours of specific 

structures (a1-a4, c1-c4) indicated by the dashed-line boxes. 

As can be seen in Figure 21, the deformed contours by Monaco have a considerable 

amount of disagreement with the manual contours, while our Patch-RegNet achieves the 

most accurate registration results among the four approaches. As can be seen from the 

zoomed-in images (a1-a4, c1-c4), there are clear distinctions between our Patch-RegNet 

and other methods, especially for the alignment of spinal cord and parotid glands. In 

addition, the ViT-Morph-MIND achieves much-improved accuracy when compared with 

VoxelMorph-MIND, which can be shown from a2 vs. a3 and c2 vs. c3 in Figure 21.  

Table 9. Quantitative comparison of different methods for inter-modality (CT-to-MR) 

registration. The average Dice similarity coefficient (DSC) (%) and mean surface distance 

(MSD) (mm) and their standard deviations are calculated over all 7 organs for all test 

patients. The bolded numbers denote the highest scores. 

Methods Rigid Monaco VoxelMorph ViT-Morph 
Patch-

RegNet 

DSC  0.61±0.16 0.69±0.11 0.72±0.10 0.73±0.09 0.76±0.05 

MSD (mm) 3.1±1.8 2.6±1.1 2.2±0.7 2.1±0.7 1.9±0.5 

Times (s) - 60 0.03 0.03 5.6 

DSC: Dice similarity coefficient; MSD: mean surface distance  

 

Table 9 reports the average DSC and MSD over all organs calculated for different 

registration methods. Among them, our Path-RegNet achieved the best performance with 

the highest average DSC of 0.76 and lowest average MSD of 1.9 mm. Based on the DSC 
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measurements, Our Patch-RegNet outperforms the VIT-Morph-MIND, VoxelMorph-MIND 

and the traditional DIR in Monaco by 4%, 6%, and 10%, respectively. The results 

demonstrate that our proposed Patch-RegNet achieves a statistically significant (p<0.05 

using a two-tailed t-test) improvement over other methods for inter-modality (CT-to-MR) 

registration.  

The boxplots of organ-specific results are shown in Figure 22 for detailed comparison. 

These results further demonstrate that our Patch-RegNet achieves improved registration 

performance for each organ under consideration. The improvement is more noticeable in 

organs/structures that are more likely to move from day to day due to setup, e.g. the 

mandible, because the local alignment in the hierarchical registration framework of Patch-

RegNet can effectively correct this local displacement. In addition, Figure 22 shows that our 

Patch-RegNet has smaller variance and improved median performance compared to other 

methods, indicating improved robustness and reliability of Patch-RegNet. ViT-Morph-MIND 

also achieves superior performance than the VoxelMorph-MIND for each specific organ, 

demonstrating the effectiveness of the combination of Transformer and CNN for image 

registration. The average run-time for DIR process of each method is listed in Table 9 as 

well. All three deep-learning methods show much faster registration than the traditional 

method in Monaco. 
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Figure 22: Quantitative evaluation results of different methods for inter-modality (CT-to-MR) 

registration. Boxplots showing DSC and MSD results for various anatomical structures using 

Monaco, VM (VoxelMorph-MIND), ViT-Morph (ViT-Morph-MIND), and our Patch-RegNet 

methods. DSC: Dice similarity coefficient. MSD: mean surface distance. 

 

5.4.2 Registration accuracy: intra-modality (MR-to-MR) registration 

The performance of our Patch-RegeNet for intra-modality (MR-to-MR) registration 

was also evaluated and compared with the traditional DIR tool in Monaco and VoxelMorph-

MIND. Table 10 summarizes the quantitative results of the average DSC and MSD over all 

organs calculated for different registration methods. Similar to the results of inter-modality 

registration, our Patch-RegNet achieves the best average DSC of 0.86 and average MSD of 

0.9mm. Compared with VoxelMorph-MIND and the traditional DIR tool in Monaco, Patch-

RegNet improves the DSC accuracy by 4% and 7%, respectively. As shown in the 

quantitative results, our proposed Patch-RegNet achieves a statistically significant (p<0.05 

using a two-tailed t-test) improvement over all other methods for intra-modality (MR-to-MR) 

registration. It indicates our Patch-RegNet method can work effectively not only for inter-

modality (CT-to-MR) but also for intra-modality (MR-to-MR) registration. 
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Table 10. Quantitative comparison of different methods for intra-modality (MR-to-MR) 

registration. The average Dice similarity coefficient (DSC) (%) and mean surface distance 

(MSD) (mm)) and their standard deviations are calculated over all 7 organs for all test 

patients. The bolded numbers denote the best scores. 

Methods Rigid Monaco VoxelMorph 
Patch-

RegNet 

DSC (%) 0.76±0.16 0.80±0.11 0.83±0.7 0.86±0.06 

MSD (mm) 2.0±1.5 1.5±1.5 1.1±0.6 0.9±0.3 

Times (s) - 60 0.03 5.2 

DSC: Dice similarity coefficient; MSD: mean surface distance  

 

The detailed DSC and MSD results for each structure are presented as boxplots in 

Figure 23. Although Monaco is observed to achieve better registration results for some 

specific patients, its registration performance is unstable among different patients. On the 

contrary, our Patch-RegNet is much more robust for different cases, demonstrated by the 

smaller variance and improved median values in the boxplots. Therefore, overall 

performance of our Patch-RegNet is better than both the traditional DIR tool in Monaco and 

VoxelMorph-MIND. In addition, as shown in Table 9 and Table 10, the average run-times for 

DIR process of CT-to-MR and MR-to-MR are comparable, which are more than 10 times 

faster than the traditional method.  
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Figure 23: Quantitative evaluation results of different methods for intra-modality (MR-to-MR) 

registration. Boxplots showing DSC and MSD results for various anatomical structures using 

Monaco, VM (VoxelMorph-MIND), and our Patch-RegNet methods. DSC: Dice similarity 

coefficient. MSD: mean surface distance. 

 

5.4.3 Regularization Analysis 

We investigated the influence of the hyperparameter 𝜆, which regularizes the 

smoothness of the generated DVFs, to our Patch-RegNet. The average DSC results for the 

test dataset for different values of the regularization parameter 𝜆 are plotted in Figure 24. 

The results for both CT-MR and MR-MR registration show that our method is relatively 

robust to the choice of 𝜆 values. The optimal value for the regularization parameter is 

demonstrated to be 𝜆=1.0 for both inter- and intra-modality registration. 
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Figure 24: Average DSC results of test data for Patch-RegNet with varied regularization 

parameter λ 

 

5.5 Discussion 

In last two decades, ART has gained widespread popularity due to its ability to deliver 

more personalized and accurate treatment. Meanwhile, the advent of MR-Linacs has 

significantly advanced the field of ART by enabling the integration of MR imaging into 

radiotherapy with online plan adaptation. DIR plays a crucial role in ART to ensure accurate 

contour prorogation with daily anatomical changes so that treatment plan can be 

reoptimized in real time. In this study, we introduced a novel hierarchical framework for the 

implementation of efficient and precise CT-to-MR and MR-to-MR DIR. This framework 

features the utilization of patch-based registration, which can improve the local registration 

over a large anatomical region. The results of this study indicate that our proposed method 

significantly outperforms current DIR techniques in CT-MR and MR-to-MR registration 

accuracy. Moreover, the study demonstrates that the proposed Patch-RegNet achieves 

faster registration speed compared to the traditional method in Monaco, as presented in 

Table 9 and Table 10. Although our Patch-RegNet is slower than VoxelMorph-MIND due to 

multiple patch-based registrations, a total run time of 5-6 seconds is acceptable for most 
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clinical applications and the improved registration accuracy is worth the cost in registration 

time.  

In this work, we introduced a novel deep learning-based model, named ViT-Morph, for 

DIR by incorporating Vision Transformer (ViT) into conventional Convolutional Neural 

Network (CNN) networks. ViT-Morph leverages both the local features provided by CNNs 

and the long-range image relationships obtained through the self-attention mechanism in 

ViT. We expected the combination of these two models would provide a more 

comprehensive representation of the medical images, which will provide superior image 

registration performance. The result of comparison between the performance of ViT-Morph 

and VoxelMorph in CT-to-MR DIR demonstrated a marked improvement in performance of 

ViT-Morph compared to the CNN-based network, VoxelMorph. These results proved that the 

combination of ViT and CNN indeed enhanced the performance of inter-modality DIR. 

One of the main challenges for deep learning-based registration methods is the pre-

alignment of the moving and fixed images prior to the DIR process. It is common practice to 

apply a global rigid or affine registration to the moving and fixed images as an initial step for 

the following more complicated DIR process. However, this approach, which involves the 

application of rigid or affine registration to the entire image volumes alone, may not provide 

adequate alignment accuracy in some local regions for subsequent DIR, particularly for 

images that cover a large area and contain more than one anatomical site, such as HN 

images. Our study demonstrated that the hierarchical framework in Patch-RegNet can 

fundamentally address the local pre-alignment issue. This framework involves the extraction 

of patches from the whole image volumes and the application of patch-based local 

registration, which provides improved regional guidance for DL-based DIR by focusing the 

registration on local regions and specific anatomical sites. The results indicate a substantial 

improvement in CT-to-MR and MR-to-MR DIR through the use of our hierarchical 

framework. This framework can greatly benefit organs that are particularly susceptible to 
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daily setup uncertainty during treatment, such as the mandible and spinal cord. Our Patch-

RegNet has been compared to the same DL network ViT-Morph that did not use a 

hierarchical framework in Section 5.4.1. The comparison results highlighted the 

effectiveness of the hierarchical framework, demonstrating that the improved performance of 

Patch-RegNet is not solely attributed to the introduction of a new DL network, but also to the 

combination of the new network and the hierarchical framework. Table 1 provides further 

evidence, showing the impact of our hierarchical framework on the DIR performance. 

Additionally, the flexibility of Patch-RegNet allows for the replacement of ViT-Morph with a 

more advanced networks, thus providing the potential for enhanced registration 

performance.   

We used the HN patients to demonstrate the effectiveness of our Patch-RegNet for both 

inter-modality (CT-to-MR) and intra-modality (MR-to-MR) DIR. However, this registration 

method can be extended for the registration tasks of other body sites and other image 

modalities. To facilitate this expansion, a continuous process of data accumulation and 

thorough curation of large image datasets will be necessary. Additionally, the selection of 

appropriate patch size is crucial when extending the application of Patch-RegNet to other 

body sites. In this study, we employed overlapping patches with dimensions of 

160×160×128, ensuring adequate coverage for complete anatomic structures in the HN 

region. It is possible that varying patch sizes may be required for applications to other body 

sites.  

Besides the development of the framework, the MIND descriptor was introduced as the 

similarity metric in Patch-RegNet for inter- and intra-modality DIR. The MIND extracts the 

distinctive features within a local neighborhood to create descriptor vectors, allowing the 

transformation of images from different modalities into a common domain. This enables 

straightforward similarity measurement through the use of metrics such as the sum of 

squared differences. Consequently, the incorporation of the MIND descriptor in Patch-
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RegNet enhances its robustness against image noise and non-linear intensity variations, 

making it suitable for the registration of images acquired from various modalities. 

Furthermore, the similarity metric used in Patch-RegNet can be easily changed to alternative 

metrics to accommodate other specific registration tasks.   

In this study, we evaluated the registration accuracy of our proposed deep learning-

based image registration model, Patch-RegNet, through both qualitative and quantitative 

methods. Despite the promising results of our study, there are some limitations that should 

be noted. First, we only evaluated the performance of our proposed method for CT-to-MR 

and MR-to-MR registration. Thus, the applicability of Patch-RegNet to other modalities, such 

as PET and SPECT, remains to be investigated. Second, the study only focuses on head 

and neck cancer patients, and the extension of this work to other anatomical sites will need 

to be further assessed. Furthermore, the limited data used in our study may affect the 

generalizability of the results to other patient populations. Therefore, future studies with 

larger and more diverse datasets are necessary to validate the performance of our proposed 

method. Lastly, the performance of Patch-RegNet was only evaluated using a limited 

number of metrics, and further investigations are necessary to assess its clinical impact. 

5.6 Conclusions 

We developed the Patch-RegNet, a fully automated hierarchical registration 

framework, for inter-modality (CT-to-MR) and intra-modality (MR-to-MR) DIR. The 

hierarchical framework enables our Patch-RegNet to achieve markedly improved registration 

for large-volume images containing multiple anatomic sites. The patch-based ViT-Morph in 

our Patch-RegNet takes advantage of both CNN and ViT features of long-range spatial 

relationships. Additionally, MIND is incorporated as similarity metric to effectively train the 

network for multi-modality registrations. The Patch-RegNet is validated using HN cancer 
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patient images and demonstrated superior results compared to the traditional DIR and other 

DL-based DIR methods.  
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Chapter 6: Automated Synthetic CT Generation from MRI for MR-based Treatment 

Planning 

This chapter is based upon the following article: 

 

Zhao, Yao, He Wang, Cenji Yu, Laurence E. Court, Xin Wang, Qianxia Wang, Tinsu Pan, 

Yao Ding, Jack Phan, and Jinzhong Yang. "Compensation cycle consistent generative 

adversarial networks (Comp‐GAN) for synthetic CT generation from MR scans with 

truncated anatomy." Medical physics (2023). doi:10.1002/mp.16246 

6.1 Abstract 

Background: MR scans used in radiotherapy can be partially truncated due to the limited 

field of view, affecting dose calculation accuracy in MR-based radiation treatment planning.  

Purpose: We proposed a novel Compensation-cycleGAN (Comp-cycleGAN) by modifying 

the cycle-consistent Generative Adversarial Network (cycleGAN), to simultaneously create 

synthetic CT (sCT) images and compensate the missing anatomy from the truncated MR 

images.  

Methods: CT and T1 MR images with complete anatomy of 79 head-and-neck patients were 

used for this study. The original MR images were manually cropped 10-25 mm off at the 

posterior head to simulate clinically truncated MR images. Fifteen patients were randomly 

chosen for testing and the rest of the patients were used for model training and validation. 

Both the truncated and original MR images were used in the Comp-cycleGAN training stage, 

which enables the model to compensate for the missing anatomy by learning the 

relationship between the truncation and known structures. After the model was trained, sCT 

images with complete anatomy can be generated by feeding only the truncated MR images 

into the model. In addition, the external body contours acquired from the CT images with full 

anatomy could be an optional input for the proposed method to leverage the additional 

information of the actual body shape for each test patient. The mean absolute error (MAE) 
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of Hounsfield units (HU), peak signal-to-noise ratio (PSNR), and structural similarity index 

(SSIM) were calculated between sCT and real CT images to quantify the overall sCT 

performance. To further evaluate the shape accuracy, we generated the external body 

contours for sCT and original MR images with full anatomy. The Dice similarity coefficient 

(DSC) and mean surface distance (MSD) were calculated between the body contours of 

sCT and original MR images for the truncation region to assess the anatomy compensation 

accuracy. 

Results: The average MAE, PSNR, and SSIM calculated over test patients were 93.1 

HU/91.3 HU, 26.5 dB/27.4 dB, and 0.94/0.94 for the proposed Comp-cycleGAN models 

trained without/with body-contour information, respectively. These results were comparable 

with those obtained from the cycleGAN model which is trained and tested on full-anatomy 

MR images, indicating the high quality of the sCT generated from truncated MR images by 

the proposed method. Within the truncated region, the mean DSC and MSD were 0.85/0.89 

and 1.3 mm/0.7 mm for the proposed Comp-cycleGAN models trained without/with body 

contour information, demonstrating good performance in compensating the truncated 

anatomy.  

Conclusions: We developed a novel Comp-cycleGAN model that can effectively create 

synthetic CT with complete anatomy compensation from truncated MR images, which could 

potentially benefit the MRI-based treatment planning. 
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6.2 Introduction 

Magnetic resonance (MR) imaging has been widely used in radiation therapy to 

accurately delineate the tumor target and organs at risk since it has superior soft-tissue 

contrast compared to computed tomography (CT) imaging.[215], [216] In radiation treatment 

of head-and-neck cancers, several studies have shown that the application of MR images 

can substantially reduce the inter-observer variability of tumor delineation and improve the 

treatment outcomes.[216]–[219] However, CT images are still required for treatment 

planning because MR images cannot provide electron density maps for dose 

calculation.[220] Usually the MR images are fused to simulate CT through inter-modality 

registration and physicians draw contours based on the fusion MR view. However, this 

process has systematic errors and will introduce geometrical uncertainties for the 

contours.[221]–[223] Therefore, it is desirable to develop a treatment planning workflow 

using MR images only. The development of MR-based treatment planning could essentially 

benefit radiotherapy since it eliminates the inherent CT/MR registration error, reduces 

unnecessary radiation exposure for patients, and advances the efficiency of clinical 

workflow.[224] Additionally, the advent of MR-guided linear accelerator (MR-Linac) further 

drives the need for MR-based treatment planning and workflow[225], [226].  

 Since the electron density information acquired in CT images is necessary for dose 

calculation, estimating Hounsfield Unit (HU) and generating synthetic CT (sCT) from MR 

images become a key step to enable the MR-based treatment planning.[220] So far, a lot of 

different methods have been proposed to address this issue, which can be mainly divided 

into three categories: segmentation-based[44], [227], atlas-based[228]–[233], and learning-

based method[234]–[236]. The segmentation-based methods generate sCT images by 

assigning uniform bulk densities to structures delineated on the MR images. However, these 

methods heavily rely on the accuracy of organ segmentation and fail to account for 

heterogeneity within each structure.[237] Besides, Atlas-based methods have been widely 
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used for sCT generation which depends on the deformable image registration to correlate 

Atlas CT images with the real MR images. One limitation of these methods is their heavy 

computational burden, making them impractical for clinical implementation. Also, their 

performance is limited by the underlying deformable image registration algorithms.[233]  

In recent years, learning-based methods, including traditional machine learning and 

deep learning methods, have gained significant attention for synthetic image generation. 

These methods exploit self-learning and self-optimizing strategies to learn the MR-CT 

mapping for sCT generation. Among them, deep learning methods using convolutional 

neural networks (CNNs) have been demonstrated to have more promising performance in 

sCT generation without the need of extracting handcrafted features.[45] For the deep 

learning methods, generally a model is trained to establish a nonlinear mapping from MR to 

CT domain based on a large databases of MR and CT pairs. Once the deep learning model 

has been trained, sCT images can be easily generated in a short amount of time by feeding 

the new MR image into the model. Han et al.[236] first developed a UNet architecture[238] 

to successfully generate two-dimensional (2D) sCT images of brain patients from T1-

weighted MR images. To fully utilize the image information in all dimensions, Nie et al.[239] 

proposed a three-dimensional (3D) fully convolution neural network (FCN) to learn the 

complex translation mapping between MR and CT images. While the CNN method[240], 

[241] improved the efficiency and quality of sCT generation, its performance is affected by 

the voxel-wise accuracy of MR-CT registration and might suffer from blurriness during image 

synthesis[242]. To generate high-quality sCT images with less blurriness, the generative 

adversarial network (GAN)[243] which consists of a generator and a discriminator has been 

proposed. An adversarial loss function was also introduced to simultaneously optimize the 

generator and discriminator to improve the sCT image quality. Isola et al.[244] further 

extended the GAN model and proposed the conditional GAN, in which the output sCT image 

is constrained by the input MR image. Although the GAN-based methods have achieved 
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great success in generating synthetic images[245], [105], [107], [103], [246], [106], [247], 

training a GAN model usually requires perfectly co-registered image pairs[104], which is 

especially challenging for inter-modal (MR-CT) images. Nevertheless, the cycle-consistent 

generative adversarial network (cycleGAN) model proposed by Zhu et al.[248] could be 

trained to generate synthetic images without the requirement of spatially aligned image 

pairs. With the incorporation of cycle-consistency loss, cycleGAN models trained with 

unpaired CT/MR images could even outperform GAN models trained with paired images in 

the aspect of the image quality of generated sCT [249]. Due to this advantage, cycleGAN 

has been applied for generating sCT images in radiotherapy planning for a variety of 

anatomical sites[45], [246], [250]–[255]. 

 However, in MR-guided radiotherapy, in order to avoid the geometric distortion in 

peripheral regions and optimize the sequence for acquisition time and image quality, the 

field of view (FOV) of MR scans is often limited[256]. Thus, the MR images might be partially 

truncated in the peripheral regions, e.g. the posterior area of the head for the head-and-neck 

patients, as shown in Figure 25. Moreover, the truncation might also be observed in some 

cases where the regions of interest are distant from the posterior head region. The 

truncation in MR images usually does not affect the tumor delineation or diagnosis. 

However, this truncation poses significant challenge to MR-only treatment planning, since it 

might cause significant dose calculation errors due to the missing anatomy in the generated 

sCT images. To the best of our knowledge, current existing methods cannot accurately 

compensate for the missing structures in the truncated region during sCT generation.[45]  
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Figure 25: Illustration of the truncated MR images in the clinic. The truncation is observed in 

the posterior region of the head. 

 

 In this study, we aimed to generate sCT images with complete anatomy from 

truncated MR images to facilitate the MR-based radiotherapy workflow. We proposed a 

novel deep learning network named Compensation-cycleGAN (Comp-cycleGAN), which is 

based on cycleGAN, to enable anatomy compensation and sCT generation at the same 

time. Specifically, MR images with complete anatomy were collected and applied as training 

targets in our approach, making our Comp-cycleGAN model capture the complex 

relationship between the truncated regions and the given anatomical structures. The cycle-

consistency loss in the traditional cycleGAN model was accordingly modified to constrain the 

process of sCT generation and anatomy compensation. We assessed the effectiveness of 

our proposed method with head-and-neck cancer patients with truncation at the posterior 

head on MR images.  

6.3 Methods 

6.3.1 Overview 

The proposed novel algorithm, Comp-cycleGAN, which can generate sCT images 

with complete anatomy from truncated MRI images is composed of a training stage and a 
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generation stage. The CT and MR images with complete anatomy of head-and-neck 

patients were collected. The MR images were then manually cropped 10-25mm off at the 

posterior head to simulate real truncated MR images in the clinic. For a given MR image, the 

manually truncated image, the original image, and paired CT image were all used for 

training. The CT image was used for learning a complex MR-to-CT mapping, while the 

original MR image was used as a target for the truncated image to learn the anatomy 

compensation. Furthermore, full anatomy is usually available on CT images. To leverage 

this additional information during sCT generation, the body contours with complete anatomy 

obtained from these CT images could be used to guide the anatomy compensation. 

Therefore, the body contours were applied as the optional inputs during our network 

development. The workflow schematic of our proposed method is illustrated in Figure 26.  

In the training stage, the truncated MRI image and body contours(optional) were fed into 

the generator (𝐺𝑀𝑅−𝐶𝑇) to be translated into synthetic CT (sCT). The sCT was trained to be 

realistic and compensate for the missing anatomy in the truncated MR image. Then, another 

generator (𝐺𝐶𝑇−𝑀𝑅) was trained to translate the input sCT back into a synthetic MR image, 

which approximates the original MR image with complete anatomy. To improve training 

stability, the backward cycle was also trained, translating CT images into synthetic MR 

images and back into CT images. In addition, two discriminators (𝐷𝐶𝑇 , 𝐷𝑀𝑅) were trained to 

distinguish synthetic images from real images. 

In the prediction stage, the sCT images with full anatomy can be generated by directly 

feeding the truncated MRI images and body contour (optional) into the trained generator 

(𝐺𝑀𝑅−𝐶𝑇).  
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Figure 26: Schematic flow chart of the proposed model for truncated MR-based synthetic CT 

generation. Blue part shows the training stage of our proposed method, which consists of 

two generators and two discriminators. Both the truncated MR and original MR images are 

used for training. Yellow part shows the synthesizing stage, where a new testing MR image 

is fed into the well-trained generator to create the sCT image. 

 

6.3.2 Data acquisition  

 MR and CT images of 79 head-and-neck patients who received external photon 

beam radiation treatment at The University of Texas MD Anderson Cancer Center were 

included in this study, under an institutional review board-approved protocol and waiver of 

informed consent (RCR03-0400). These patients were randomly selected without specific 
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restrictions on sex, age, or histology type. The median patient age was 68 yr (range 30-84 

yr) at the time of image acquisition; 60 patients (76%) were men and 19 patients (24%) were 

women. The treatment sites include oral cavity, pharynx, larynx, paranasal sinuses and 

nasal cavity, and salivary glands. The CT images were acquired on a Philips scanner (Big 

Bore) with 120 kVp, 434mA tube current, 887ms exposure time, 1.1719 × 1.1719 × 1.0 𝑚𝑚3 

resolution, and 512 × 512 reconstruction matrix. The corresponding MR images were 

acquired using a 1.5 T MR system (Magnetom Aera, Siemens Healthineers) with a pair of 

large flex 4 coils and built-in spine coils covering the head and neck region. The post-

contrast T1-weighted MR imaging protocol included a 3D gradient dual-echo Dixon 

sequence with repetitive time = 7.11 ms, echo time1 = 2.39 ms, echo time2 = 4.77 ms, Pixel 

bandwidth = 405 Hz, flip angle = 10°, field of view = 256×256×240 mm3 and reconstructed 

voxel size = 1×1×1 mm3. The CT and MR images of each patient were acquired using the 

same setup with an interval of less than one week. Since both the original MR (with 

complete anatomy) and truncated MR images were required in the training stage, all the MR 

images were carefully selected to contain the complete anatomy. 

6.3.3 Preprocessing 

 CT images were first rigidly registered to MR images for each patient using a 

commercial software Velocity AI v.3.0.1 (Varian Medical System, Atlanta, GA). A binary 

body mask was generated to remove the head mask and couch outside the patient body for 

each image. The voxel number of the region outside the body mask was set to 0 and -1024 

HU for MR and CT images, respectively. The intensity of each MR image was normalized by 

Z-score standardization using only voxels in the body mask, and then scaled to a similar 

numeric range. All the MR and CT images were resampled to have the same voxel size of 

1.1719 × 1.1719 × 1.0 𝑚𝑚3. Then, each axial slice of the registered MR and CT pairs was 

cropped to a 256 × 256 2D patch that kept the head and neck regions in the middle of the 
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image. For the shoulder region, four 256 × 256 patches were cropped for each slice with 

128 overlapping pixels. 

In the clinic, the MR images might be partially truncated at the posterior head, with the 

depth ranging from 5-25mm. To simulate the truncation, the acquired MR images were 

manually cropped at the posterior head, making them close to the clinically truncated MR 

images. Furthermore, to acquire adequate truncated images for network training, all the 

slices within the head region (above the lower boundary of the mandible) were utilized. Each 

slice within the head region was randomly cropped 5-25 mm off at the posterior area based 

on the body mask. Specifically, the most posterior part of the head within each slice was 

identified by its corresponding body mask. Then, the cropping of 5-25 mm was randomly 

selected for each slice and all the pixels within that area were assigned a value of 0. The 

cropping can simulate all possible clinical MR truncations and can serve as data 

augmentation for network training.  

6.3.4 Preprocessing 

The overall architecture of the Comp-cycleGAN network is shown in Figure 26, 

consisting of four CNNs: two generators (𝐺𝑀𝑅−𝐶𝑇, 𝐺𝐶𝑇−𝑀𝑅) and two discriminators (𝐷𝐶𝑇, 𝐷𝑀𝑅). 

The model was trained based on 2D 256 × 256 patches of axial slices. Generators 

(𝐺𝑀𝑅−𝐶𝑇 , 𝐺𝐶𝑇−𝑀𝑅) were developed based on a hybrid of UNet architecture and residual 

blocks, residual-UNet. The residual-UNet comprises 9 residual units and its detailed 

architecture is demonstrated in Figure 27. Each residual unit contains two sets of one 3 × 3 

convolutional layer followed by instance normalization and Rectified Linear Unit (ReLU) 

activation. Instead of using a pooling operation to downsample the feature map, a stride of 2 

was used for the first convolutional layer in each residual unit during the decoding stage. On 

the other hand, in the decoding stage, an up-sampling operation was applied to recover the 

size of the feature map. Like original UNet architecture, the long skip connections were also 
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used to copy low-level features to the corresponding high-level features. After the last level 

of the decoding stage, another 1 × 1 convolutional layer was used to output the generated 

synthetic image with the same size as the input image. In addition, the generators in our 

model were modified to take dual-channel inputs: the truncated MR images and the body 

contours (optional) which might be generated from corresponding CT images with complete 

anatomy.     

 

Figure 27: The details of the residual-UNet network: a combination of UNet architecture and 

residual blocks. 

 

Discriminators (𝐷𝐶𝑇 , 𝐷𝑀𝑅) were trained to distinguish real images and synthetic images 

generated by generators (𝐺𝑀𝑅−𝐶𝑇 , 𝐺𝐶𝑇−𝑀𝑅), respectively. The discriminator is built by five 

successively 4 × 4 convolutional with the filter number of 64, 129, 256, 512, and 1 to 

generate a sub-regional estimation of the authenticity of images. All filters in the 

discriminator were followed by a Leak ReLU except for the last layer.  
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6.3.5 Network training 

In the training stage, the generators (𝐺𝑀𝑅−𝐶𝑇, 𝐺𝐶𝑇−𝑀𝑅) and discriminators (𝐷𝐶𝑇 , 𝐷𝑀𝑅) 

were trained simultaneously to achieve an optimal solution in an adversarial manner. 

Typically, the generators are trained to create realistic synthetic images to “fool” the 

discriminators, and the discriminators are trained to differentiate between synthetic and real 

images by decreasing the judging error of the discriminator network. In the original 

cycleGAN, the MR-CT texture translation is based on the constraints of adversarial loss and 

cycle-consistency loss. However, if the truncated MR images are used to train a cycleGAN, 

the model will not be able to generate stable solutions for volume changes due to the 

missing anatomy in MR images, which will deteriorate texture translation for sCT generation. 

To address these issues, we used three different images for each patient: the manually 

truncated MR image, the original MR image, and paired CT image, to develop our Comp-

cycleGAN. By doing so, we expect to establish a stable solution for 𝐺𝑀𝑅−𝐶𝑇  in anatomy 

compensation in the truncation region and achieve MR-CT translation at the same time.  

Similar to traditional cycleGAN, our training loss also includes a cycle-consistency loss 

(ℒ𝑐𝑦𝑐𝑙𝑒), an adversarial loss (ℒ𝑎𝑑𝑣), and an identity loss (ℒ𝑖𝑑𝑒𝑛𝑡𝑖𝑡𝑦). In order to build the 

correlation between synthetic images and input images, the cycle-consistency loss is 

introduced in cycleGAN to constrain generators, satisfying: 𝐺𝐶𝑇−𝑀𝑅(𝐺𝑀𝑅−𝐶𝑇(𝐼𝑀𝑅𝑡𝑟𝑢𝑛𝑐
)) ≈

𝐼𝑀𝑅𝑡𝑟𝑢𝑛𝑐
 and 𝐺𝑀𝑅−𝐶𝑇 (𝐺𝐶𝑇−𝑀𝑅 (𝐼𝐶𝑇)) ≈ 𝐼𝐶𝑇, where 𝐼𝑀𝑅𝑡𝑟𝑢𝑛𝑐

 and 𝐼𝐶𝑇 represent the truncated MR 

image and the paired CT image, respectively. With this cycle-consistency loss, the 

cycleGAN model is expected to prevent generators from producing synthetic images that 

are irrelevant to the input images. However, as aforementioned, this cycle-consistency loss 

cannot ensure accurate compensation of the truncated regions during sCT generation when 

the truncated MR images are used for model training, as shown in Figure 28(a). Since the 

cycle-consistency loss forces the reconstructed synthetic MR images (𝑐𝑦𝑐𝑙𝑒𝑑 𝑀𝑅) to be 
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identical to their inputs 𝐼𝑀𝑅𝑡𝑟𝑢𝑛𝑐
, the generated 𝑠𝐶𝑇 from 𝐺𝑀𝑅−𝐶𝑇(𝐼𝑀𝑅𝑡𝑟𝑢𝑛𝑐

) might be also 

truncated or randomly compensated.  

 

Figure 28: Illustration of the cycle-consistency loss calculation. (a) The cycle-consistency 

loss is calculated between synthetic MR (sMR) and truncated MR images. (b) The cycle-

consistency loss is calculated between sMR and original MR images.  

 

To overcome this issue, we modified the cycleGAN, especially the cycle-consistency 

loss, in our method. Instead of forcing 𝑐𝑦𝑐𝑙𝑒𝑑 𝑀𝑅 to be identical to the input 𝐼𝑀𝑅𝑡𝑟𝑢𝑛𝑐, the 

original MR image with full anatomy 𝐼𝑀𝑅𝑜𝑟𝑖 is utilized as the target for the reconstructed 

𝑐𝑦𝑐𝑙𝑒𝑑 𝑀𝑅 and penalized the cycle-consistency loss, as shown in Figure 28(b). The new 

cycle-consistency loss is defined below: 

ℒ𝑐𝑦𝑐𝑙𝑒(𝐺𝑀𝑅−𝐶𝑇, 𝐺𝐶𝑇−𝑀𝑅)

= ‖𝐺𝐶𝑇−𝑀𝑅 (𝐺𝑀𝑅−𝐶𝑇(𝐼𝑀𝑅𝑡𝑟𝑢𝑛𝑐, 𝐶𝑏𝑜𝑑𝑦)) , 𝐼𝑀𝑅𝑜𝑟𝑖
‖

1

+ ‖𝐺𝑀𝑅−𝐶𝑇 (𝐺𝐶𝑇−𝑀𝑅(𝐼𝐶𝑇)), 𝐼𝐶𝑇‖1
 

where ‖. ‖1 denotes the calculation of 𝐿1-norm distance, and the 𝐶𝑏𝑜𝑑𝑦 denotes the body 

contour of this patient, which might be acquired from the CT image and is an optional input 
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for our model. By targeting the 𝑐𝑦𝑐𝑙𝑒𝑑 𝑀𝑅 to the original MR image with full anatomy, the 

generator 𝐺𝑀𝑅−𝐶𝑇 is trained to simultaneously learn MR to CT texture translation and 

anatomy compensation.  

The adversarial loss ℒ𝑎𝑑𝑣 is applied in cycleGAN to guarantee correct domain 

translation for synthetic images, which is defined as:  

 ℒ𝑎𝑑𝑣(𝐺𝑀𝑅−𝐶𝑇 , 𝐷𝐶𝑇) =  (1 − 𝐷𝐶𝑇(𝐺𝑀𝑅−𝐶𝑇(𝐼𝑀𝑅𝑡𝑟𝑢𝑛𝑐
, 𝐶𝑏𝑜𝑑𝑦)))

2
+ (𝐷𝐶𝑇(𝐼𝐶𝑇))

2
 

   ℒ𝑎𝑑𝑣(𝐺𝐶𝑇−𝑀𝑅 , 𝐷𝑀𝑅) =  (1 − 𝐷𝑀𝑅(𝐺𝐶𝑇−𝑀𝑅(𝐼𝐶𝑇)))
2 + (𝐷𝑀𝑅(𝐼𝑀𝑅𝑡𝑟𝑢𝑛𝑐

))
2
 

In the training process, the generators (𝐺𝑀𝑅−𝐶𝑇 , 𝐺𝐶𝑇−𝑀𝑅) are optimized to generate synthetic 

images close to the real ones, and discriminators(𝐷𝐶𝑇, 𝐷𝑀𝑅) are trained to distinguish 

between the generated synthetic images and the real ones. However, if 𝐼𝑀𝑅𝑡𝑟𝑢𝑛𝑐
 is applied in 

the adversarial loss for 𝐷𝑀𝑅, the generator 𝐺𝐶𝑇−𝑀𝑅 will be optimized to generate truncated 

𝑐𝑦𝑐𝑙𝑒𝑑 𝑀𝑅 that is similar to 𝐼𝑀𝑅𝑡𝑟𝑢𝑛𝑐
 due to the adversarial relationship between the 

generator 𝐺𝐶𝑇−𝑀𝑅 and discriminator 𝐷𝑀𝑅. In this situation, ℒ𝑎𝑑𝑣 will enforce the 𝑐𝑦𝑐𝑙𝑒𝑑 𝑀𝑅 to 

be truncated, while ℒ𝑐𝑦𝑐𝑙𝑒 will regularize the 𝑐𝑦𝑐𝑙𝑒𝑑 𝑀𝑅 to be identical to the original MR 

image with full anatomy. Consequently, the conflict between ℒ𝑎𝑑𝑣 and ℒ𝑐𝑦𝑐𝑙𝑒 will impair the 

model training and image quality of sCT. In this study, we address this issue by modifying 

the discriminator loss in adversarial loss ℒ𝑎𝑑𝑣(𝐺𝐶𝑇−𝑀𝑅 , 𝐷𝑀𝑅) as following:  

ℒ𝑎𝑑𝑣
′ (𝐺𝐶𝑇−𝑀𝑅 , 𝐷𝑀𝑅) =  (1 − 𝐷𝑀𝑅(𝐺𝐶𝑇−𝑀𝑅(𝐼𝐶𝑇)))

2 + (𝐷𝑀𝑅(𝐼𝑀𝑅𝑜𝑟𝑖
))

2
 

Thus, the objective of training discriminator 𝐷𝑀𝑅 will be to decrease the judging error of the 

discriminator network and encourage generator 𝐺𝐶𝑇−𝑀𝑅 to produce a synthetic image that 

has similar features with 𝐼𝑀𝑅𝑜𝑟𝑖
.  

 An additional identity loss ℒ𝑖𝑑𝑒𝑛𝑡𝑖𝑡𝑦 is also introduced to constrain the generator to an 

identity mapping if the input images are from the target domain:  

ℒ𝑎𝑑𝑣(𝐺𝐶𝑇−𝑀𝑅 , 𝐺𝑀𝑅−𝐶𝑇) =  ‖𝐺𝑀𝑅−𝐶𝑇(𝐼𝐶𝑇), 𝐼𝐶𝑇‖1 + ‖𝐺𝐶𝑇−𝑀𝑅(𝐼𝑀𝑅𝑜𝑟𝑖
), 𝐼𝑀𝑅𝑜𝑟𝑖

‖
1
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Therefore, the final cost function to be optimized in our method is defined as:  

𝜃𝐺,𝐷(𝐺𝐶𝑇−𝑀𝑅 , 𝐺𝑀𝑅−𝐶𝑇, 𝐷𝐶𝑇 , 𝐷𝑀𝑅)

= 𝑎𝑟𝑔𝑚𝑖𝑛
𝐺

𝑚𝑎𝑥 (
𝐷

𝜆1ℒ𝑐𝑦𝑐𝑙𝑒(𝐺𝑀𝑅−𝐶𝑇, 𝐺𝐶𝑇−𝑀𝑅) + ℒ𝑎𝑑𝑣(𝐺𝑀𝑅−𝐶𝑇 , 𝐷𝐶𝑇)+ℒ𝑎𝑑𝑣
′ (𝐺𝐶𝑇−𝑀𝑅 , 𝐷𝑀𝑅)

+ 𝜆2ℒ𝑎𝑑𝑣(𝐺𝐶𝑇−𝑀𝑅 , 𝐺𝑀𝑅−𝐶𝑇)) 

where 𝜃𝐺,𝐷 denotes the parameters for generators and discriminators. 𝜆1, 𝜆2 are the 

hyperparameters to control the relative weight of the losses, which were set as 10 and 5 

based on our experiments to balance the variance uncertainty of each task.    

6.3.6 Validation and evaluations 

 To evaluate the performance of our proposed model, 64 patients (80%) were randomly 

selected for training and validation, and the remaining 15 patients (20%) were used for 

model testing. We performed five-fold cross validation in our study, in which 52 patients and 

13 patients were used for training and validation, respectively. The best model from all folds 

was selected to generate sCT for the independent test dataset. The 15 test patients were 

manually cropped 25 mm off to simulate the most severe truncation in clinical scenarios.  

Note that the body contour is an optional input for our method. To investigate the impact 

of utilizing body contours, we separately trained two independent models: (1) modified 

cycleGAN without body contours (Comp-cycleGAN), and (2) modified cycleGAN with body 

contours (Comp-cycleGAN with contours). The body contours were created from the real CT 

images, and then rigidly registered to the corresponding MR images to be used as inputs for 

Comp-cycleGAN (contour) model. Therefore, for each tested patient, two sCT images were 

generated by feeding the truncated MR image into the two models (Comp-cycleGAN and 

Comp-cycleGAN (contour)). The paired CT image for each patient was deformably 

registered to the corresponding MR image using a commercial software Velocity AI v.3.0.1 

(Varian Medical System, Atlanta, GA). The deformed CT image was visually checked in 

Velocity and then used as the ground-truth image to evaluate the image quality of sCT 
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images in this study. The mean absolute error (MAE) of Hounsfield units (HU), peak signal-

to-noise ratio (PSNR), and structural similarity (SSIM) between the sCT and ground-truth CT 

image were calculated within the patient body to quantify the comparison. Furthermore, to 

demonstrate the effectiveness of our method, we compare with two additional 2D models: 

(1) cycleGAN-trunc and (2) cycleGAN-full. The cycleGAN-turnc model is a traditional 

cycleGAN model trained and predicted using truncated MR images which were the same 

data used in our proposed method. The cycleGAN-full model is a cycleGAN model trained 

and predicted using the MR images with full anatomy, which were the original MR images 

without any truncation in the head region.  

 To further evaluate the model performance in terms of anatomy compensation, the 

external body contours were generated for sCT and original MR images with full anatomy. 

The Dice similarity coefficient (DSC) and mean surface distance (MSD) were calculated 

between body contours of sCT and original MR images only within the truncated region to 

assess the shape accuracy. The MAE of HU between the sCT and ground-truth CT image 

was also calculated only within the truncated region to evaluate the structural accuracy.    

For the comparison, we also performed paired two-tailed t-tests between our proposed 

method and comparison methods at a significance level of 0.05 (defined by a 𝑝 < 0.05) to 

evaluate the statistical difference.  

6.4 Results 

6.4.1 Imaging quality evaluation  

 The image quality of sCT images generated by different models was evaluated by 

comparing to the ground-truth CT images. Figure 29 shows the visual comparison, which 

contains the axial view of truncated MR (a1, b1), the original MR (a2, b2), the corresponding 

real CT (a3, b3), and sCT images generated from cycleGAN-trunc(a4, b4), the proposed 

Comp-cycleGAN (a5, b5), the proposed Comp-cycleGAN with body contours (a6, b6), and 
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the cycleGAN-full (a7, b7).  Figure 6 shows the visual comparison in the sagittal and coronal 

views. The external body contours of the original MR images (a2, b2) are shown on CT and 

sCT images as the green outlines in the Figure 30 for comparison. As shown in Figure 29 

and Figure 30, the image quality of sCT images generated by both Comp-cycleGAN and 

Comp-cycleGAN (contour) is much better than cycleGAN-trunc with respect to anatomy 

compensation in the truncated regions and overall structural accuracy. Training with 

truncated MR images, sCT images generated by the cycleGAN-trunc model are inaccurate 

and deteriorated. Specifically, the shapes of these sCT images (a4, b4) are inconsistent with 

the actual patient shape (a2, b2) in the truncation region. Even in the untruncated region, 

the overall image quality is degraded and some generated structures in sCT are inconsistent 

with the input MR images. On the other hand, sCT images generated by both Comp-

cycleGAN (a5, b5) and Comp-cycleGAN (contour) (a6, b6) demonstrate superior image 

quality and improved compensation of the truncated region. Additionally, the sCT images 

generated with truncated MR images by Comp-cycleGAN (a5, b5) and Comp-cycleGAN 

(contour) (a6, b6) are close to those generated with full-anatomy MR images by cycleGAN-

full (a7, b7).  

We also performed quantitative comparison of sCT images generated by different 

models. The detailed results of the average MAE, PSNR, and SSIM over 15 test patients 

are illustrated in Table 11. The results indicate high quality of the sCT images generated by 

our proposed method. Specifically, our Comp-cycleGAN models trained with/without body 

contours can achieve an average MAE of 93.3 and 95.1 HU, which is close to the 

cycleGAN-full model (MAE = 92.5 HU). Compared with cycleGAN-full, our Comp-cycleGAN 

and Comp-cycleGAN model (contour) show comparable image quality of generated sCT 

images, and there are no statistically significant differences (𝑝 > 0.05) for all evaluation 

metrics except the PSNR for only Comp-cycleGAN. In contrast, cycleGAN-trunc has the 
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worst quantitative results (MAE = 147.6), and our proposed Comp-cycleGAN models have 

statistically significant improvement (𝑝 < 0.05) over cycleGAN-trunc in all metrics. 

 

Table 11. Quantitative comparison of image quality of sCT generated by different models.   

Methods MAE(HU) PSNR (dB) SSIM 

cycleGAN-trunc 147.6±14.3 22.5±1.1 0.86±0.03 

Comp-cycleGAN 93.1±11.4 26.5±1.0 0.94±0.02 

Comp-

cycleGAN(contour) 

91.3±10.9 27.4±1.0 0.94±0.01 

cycleGAN-full 90.5±10.7 27.9±0.9 0.95±0.01 

MAE: mean absolute error; PSNR: peak signal-to-noise ratio; SSIM: structural similarity; HU: 

Hounsfield units;  cycleGAN-trunc: the traditional cycleGAN model trained and tested with 

truncated MR images; Comp-cycleGAN: the modified cycleGAN model trained and tested 

with truncated MR images without body contours as input; Comp-cycleGAN(contour): the 

modified cycleGAN model trained and tested with truncated MR images with body contours 

as input; cycleGAN-full: the traditional cycleGAN model trained and predicted using the 

original MR images with full anatomy 
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Figure 29: Comparison of actual computed tomography (CT) and synthetic CT (sCT) images 

generated by different models. Two examples (a, b) are included for illustration. (a1, b1) and 

(a2, b2) are the axial view of truncated MR images and original MR images with full 

anatomy. (a3, b3) are the corresponding real CT images for comparison. The sCT images 
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generated by different models are shown as (a4, b4) for cycleGAN-trunc model, (a5, b5) for 

Comp-cycleGAN model, (a6, b6) or Comp-cycleGAN (contour) model, and (a7, b7) for 

cycleGAN-full model.  

 

Figure 30: Comparison of actual computed tomography (CT) and synthetic CT (sCT) images 

generated by different models. Two examples (a, b) are included for illustration. (a1, b1) and 
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(a2, b2) are the sagittal and coronal views of truncated MR images and original MR images 

with full anatomy, respectively. (a3, b3) are the corresponding real CT images for 

comparison. The sCT images generated by different models are shown as (a4, b4) for 

cycleGAN-trunc model, (a5, b5) for Comp-cycleGAN model, (a6, b6) or Comp-cycleGAN 

(contour) model, and (a7, b7) for cycleGAN-full model. Green outlines are the external body 

contours of the original MR images and shown on all CT and sCT images. (This figure is 

best viewed in the online version) 

 

6.4.2 Imaging quality evaluation  

Figure 31 illustrates the visual inspection of the sCT images in the truncated region. 

The truncated MR images (a5, c5) and the original MR images (a6, c6) are shown together 

with the sCT images generated by cycleGAN-trunc models (a1, c1), Comp-cycleGAN (a2, 

c2), Comp-cycleGAN contour (a3, c3), and cycleGAN-full (a4, c4), respectively. The insets 

(b1-b4, d1-d4) show the zoomed-in images of the truncated regions of sCT images (a1-a4, 

c1-c4) indicated by the dashed-line boxes, to highlight the differences in anatomy 

compensation by using different methods. The external body contours are generated for the 

original MR images (a6, c6) and shown on all sCT images as the green outlines in the figure 

for comparison. As the cycleGAN-full was trained and tested using original MR images with 

full anatomy, the generated sCT images (a4, c4) have the same shape as the original MR 

images (a6, c6).  
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Figure 31: Comparison of anatomy compensation in the truncated regions of sCT images 

generated by different models. The axial view of truncated MR and original MR images are 

shown as (a5, c5) and (a6, c6), respectively. The first and second rows show the sCT 

images generated by cycleGAN-trunc (a1, c1), the Comp-cycleGAN model (a2, c2), the 
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Comp-cycleGAN(contour) model (a3, c3), and the cycleGAN-full model (a4, c4). The insets 

(b1-b4, d1-d4) show the zoomed-in images of truncation regions in sCT images (a1-a4, c1-

c4), outlined by the red boxes. (This figure is best viewed in the online version) 

 

By using the cycleGAN-trunc model, the generated sCT images cannot accurately 

compensate for the truncated regions (b1, d1) and there are notable differences when 

compared to the cyleGAN-full model (b4, d4). On the contrary, anatomy compensation 

quality in sCT images generated by Comp-cycleGAN (b2, d2) and Comp-cycleGAN contour 

(b3, d3) outperforms cycleGAN-full (b1, d1), and are similar to the structures in truncated 

regions of sCT images generated by cycleGAN-full (b4, d4). The sCT images in the 

truncated region (b2, b3, d2, d3) are close to the real body outlines in the original MR 

images. In addition, with the use of body contours, the shape and anatomical structures of 

sCT images in the truncated regions (b3, d3) are more similar to those generated by 

cycleGAN-full (b4, d4), and have a notable improvement over the Comp-cycleGAN without 

using contours (b2, d2).  

The quantitative comparison of anatomy compensation in the truncated region has also 

been performed over 15 test patients by calculating MSD and DSC to quantify the shape 

accuracy and MAE to indicate texture accuracy. The quantitative results are summarized in 

Table 12. The DSC and MSD were not calculated for cycleGAN-full because the external 

body outlines of the generated sCTs are identical to those of the original MR images. 

Among these models, the sCT images generated by cycleGAN-trunc have the worst 

accuracy with an average MAE of 219.8 HU, MSD of 3.9 mm, and DSC of 0.62 in the 

truncated regions. Instead, both the proposed Comp-cycleGAN and Comp-cycleGAN 

(contour) achieve statistically significant improvement (𝑝 < 0.05) over cycleGAN-tunc in all 

evaluation metrics. The MAE comparison results show that sCT images generated by 

Comp-cycleGAN with/without contours have comparable image quality as those generated 
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from cycleGAN-full in the truncated region, and the differences were not significant (𝑝 >

0.05). Furthermore, the Comp-cycleGAN (contour) shows superior performance to Comp-

cycleGAN in anatomy compensation accuracy, which is also consistent with the visual 

comparison. The Comp-cycleGAN (contour) is significantly better than Comp-cycleGAN 

based on the evaluation metrics of MSD and DSC (𝑝 < 0.05). 

 

Table 12. Quantitative comparison between different models for anatomy compensation. All 

the evaluation metrics are calculated within the truncated regions.  

Methods MAE(HU) MSD (mm) DSC  

cycleGAN-trunc 219.8±34.3 3.9±1.1 0.62±0.08 

Comp-cycleGAN 65.6±15.1 1.3±0.5 0.85±0.03 

Comp-

cycleGAN(contour) 

62.1±13.7 
0.7±0.3 0.89±0.02 

cycleGAN-full 59.3±9.2 - - 

MAE: mean absolute error; MSD: mean surface distance, DSC: Dice similarity coefficient; 

HU: Hounsfield units. 

 

6.4.3 Effect of the extent of truncation 

The 15 test patients were manually cropped 25 mm off within the head region to 

simulate the most severely truncated cases during the model evaluation. To further evaluate 

the performance of our proposed method on truncated MR images with various extent, we 

also manually cropped the 15 test patients with 10 mm, 15 mm, 20 mm, and 25 mm off. Our 

proposed Comp-cycleGAN and Comp-cycleGAN (contour) were tested on those different 

cases and evaluated by calculating MAE, MSD, and DSC. Note that the MSD and DSC are 
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calculated in the truncated region only. The quantitative results for Comp-cycleGAN and 

Comp-cycleGAN (contour) are listed in Table 13and Table 14, respectively. The results 

demonstrate that our proposed methods are robust for different truncation cases. For 

different truncation levels, the MAE results calculated within the whole volume of the patient 

body demonstrate the consistent image quality of the generated sCT images. With the 

decrease of the truncation level from 25mm to 10mm, the MSD results reduce from 1.3mm 

to 0.8 mm, 0.7 mm to 0.6 m, and DSC results increase from 0.85 to 0.90, 0.90 to 0.92 for 

Comp-cycleGAN and Comp-cycleGAN (contour) models. It indicates that our models have 

improved performance in anatomy compensation for cases with smaller truncation.  

Table 13. Quantitative evaluation of Comp-cycleGAN for different truncation cases:10mm, 

15mm, 20mm, 25mm. The metric, MAE Whole, is calculated within the whole volume of the 

patient body. The other evaluation metrics are only calculated within the corresponding 

truncated regions 

Truncation 

(mm) 

MAE (HU) 
MSD (mm) DSC  

Whole Truncated 

10 93.0±10.6 61.1±12.4 0.8 ±0.2 0.90±0.02 

15 92.7±10.8 61.6±13.2 0.9±0.4 0.86±0.03 

20 93.2±11.3 63.7±14.0 1.0±0.5 0.86±0.03 

25 93.1±11.4 65.6±15.1 1.3±0.5 0.85±0.03 

MAE: mean absolute error; MSD: mean surface distance, DSC: Dice similarity coefficient; 

HU: Hounsfield units. 
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Table 14. Quantitative evaluation of Comp-cycleGAN for different truncation cases:10mm, 

15mm, 20mm, 25mm. The metric, MAE Whole, is calculated within the whole volume of the 

patient body. The other evaluation metrics are only calculated within the corresponding 

truncated regions 

Truncation 

(mm) 

MAE (HU) 
MSD (mm) DSC (%) 

Whole Truncated 

10 91.2±10.8 58.8±13.0 0.6±0.2 0.92±0.02 

15 90.8±10.5 58.6±12.6 0.6±0.3 0.91±0.02 

20 91.4±11.2 61.0±13.2 0.7±0.2 0.90±0.03 

25 91.3±10.9 62.1±13.7 0.7±0.3 0.90±0.02 

MAE: mean absolute error; MSD: mean surface distance, DSC: Dice similarity coefficient; 

HU: Hounsfield units. 

 

6.4.4 Dosimetric evaluation  

The dosimetric accuracy of using the sCT images for planning was evaluated by 

comparing them to clinical treatment plans. The study included sCT images of five HNC 

patients, contaning the tumor sites of larynx, base of tonuge, and neck. The prescribed dose 

for the primary tumor varied between 66 and 70 Gy. 

For each patient, the clinical VMAT plan on the planning CT image was transferred 

to its corresponding synthetic CT image, and the planning dose distribution was re-

computed without any optimization. The synthetic CT used the same imaging system to 

covert the CT number to electron density as the original CT. The Dose-volume histograms 

(DVHs) for plan on original CT and synthetic CT were analyzed for target and OARs. 

Specifically, the DVH parameters of mean dose (Dmean), D95%, and D5% were calculated for 

CTV (7000cGy), CTV (5016cGy), right submandibular gland, mandible, spinal cord, and 
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brainstem. D95%, and D5% refer to the minimum dose delivered to 95% and 5% of the regions 

of interest, respectively. The mean and standard deviation of the percent differences 

between DVH parameters in original CT and synthetic CT images in each target and OARs 

are summarized in Table 15. The average value for the DVH parameters of all targets and 

OARs is 0.4±0.2 %, demonstrating a high dosimetric accuracy of the synthetic CT images.  

 

Table 15. The mean difference percentage between the DVH parameters calculated on 

planning CT and synthetic CT on all test patients. The parameters of Dmean, D95%, and D5% 

are included for evaluation. SMG: submandibular gland.  

 Dmean (%) D95% (%) D5% (%) 

CTV (7000cGy) 0.6±0.2 0.6±0.1 0.4±0.2 

CTV (5016cGy) 0.4±0.1 0.5±0.2 0.3±0.1 

Right SMG 0.4±0.2 0.6±0.3 0.4±0.1 

Mandible 0.3±0.2 0.5±0.3 0.4±0.1 

Spinal cord 0.3±0.2 0.4±0.1 0.3±0.1 

Brainstem 0.2±0.1 0.4±0.1 0.2±0.1 

 

For visual inspection, treatment plan of one patient was calculated using both original 

CT and synthetic CT and shown in Figure 32. The resulting isodose lines shown on both 

images were compared and found to be very close. The DVH plot comparison shown in 

Figure 33 also demonstrates the consistency of plans calculated from original CT and 

synthetic CT.  

The results demonstrate that the synthetic CT images generated through our 

proposed DL model are of high quality and can be reliably used in place of real CT images 

for radiation therapy planning. 
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Figure 32: Dose comparison between planning CT and synthetic CT for a same treatment 

planning. The isodose lines are shown for comparison.  

 

 

Figure 33: Comparison between DVH plots of planning CT (solid lines) and synthetic CT 

(dashed lines). The target and organs at risk include CTV (7000cGy), CTV (5016 cGy), right 

submandibular gland, mandible, spinal cord, and brainstem.  
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6.5 Discussion 

 In this study, we proposed a novel method by modifying the traditional cycleGAN model 

to effectively generate sCT images with complete anatomy from truncated MR images. We 

aimed at training our Comp-cycleGAN model to effectively capture the relationship between 

the truncated area and non-truncated anatomical structures during the sCT generation 

process. Based on this relationship, our Comp-cycleGAN can predict the truncation area for 

unseen cases. The proposed method innovatively incorporated both truncated and full-

anatomy MR images into the model and adjusted the loss functions to address the 

truncation issue. Additionally, the residual-UNet was developed as the generator in our 

methods to better capture the connection between input MR and sCT images. With the 

integration of UNet with residual blocks, the network can take advantage of strengths from 

both UNet features and residual learning: (1) the UNet architecture enables the effective 

combination of low-level information and high-level features; (2) the residual connections 

facilitate information propagation and alleviate the degradation problem during network 

training. In this work, we evaluated our method on 15 independent test patients with great 

success in both sCT generation and missing anatomy compensation. All the deep learning 

models were implemented in TensorFlow (v2.2.0) and were trained on an NVIDIA Tesla 

GPU (V100) with 32GB of memory. Training took around 120-150 hours for each model. 

The sCT generation took about 5-10 seconds for each patient, making the model practical 

for clinical implementation. 

From our experiment, the traditional cycleGAN model was not able to generate accurate 

sCT images with full anatomy from truncated MR images. This is because cycleGAN is 

developed based on cycle-consistency constraints, which means the generators are trained 

to ensure the reconstructed MR (cycled MR) to be identical to the input MR images. Since 

the input MR images are truncated, the generators in cycleGAN will perform unstably by 

applying random compensation and cropping to the truncated regions to guarantee the 
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consistency between cycled MR and input MR images. The accurate anatomy 

compensation thus cannot be learned by the generator in the cycleGAN model. Moreover, 

due to the lack of constraints for compensation/cropping in the cycled process, the 

generators would perform unstably for sCT image generation. This might further 

substantially decrease the sCT image quality (shown in Table 11), and even lead to 

inconsistent anatomy structures in sCT compared to input MR images (shown in Figure 29 

and Figure 30). Consequently, the decreased image quality (an average MAE of 147.6 HU) 

and missing anatomy in sCT images might remarkably affect dose calculation in MR-based 

radiotherapy planning.  

By introducing the original MR images with full anatomy to the model training process, 

our method can significantly outperform the traditional cycleGAN model in terms of the sCT 

image quality and the accuracy of anatomy compensation in the truncated region. In our 

work, the MR images with full anatomy were collected and used together with the truncated 

MR images in the training process. The generator was trained to learn the anatomy 

compensation for the truncated region by targeting the cycled MR to the original MR images 

with full anatomy. As the datasets used in our study were the head-and-neck MR images, 

the truncation at the posterior head shares some similar shapes and anatomical structures 

(e.g. skin and skull). During the model training, the original MR images with full anatomy 

were used as the ground truth for the cycled MR images to constrain the anatomy 

compensation, one example being that the actual posterior head usually is rounded shape. 

Our Comp-cycleGAN not only can translate MR to CT domain, but also can compensate the 

truncated region based on the known anatomical information on the truncated MR image. 

However, as observed in Figure 31, the generated sCT image in the truncated region may 

not be perfectly identical to the actual anatomy in the sCT image from the cycleGAN-full 

model. This is mainly because the trained Comp-cycleGAN model would compensate the 

truncated region based on the anatomical features it learned from the training data. Thus, its 
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capability to compensate the missing anatomy in sCT might be limited as the anatomical 

structures can substantially vary from patient to patient. Although the generated sCT images 

in the truncation region by our method might be imperfect, they were sufficiently close to the 

real anatomy of patients based on both quantitative and qualitative evaluation. In addition, 

one clear advantage of our method is that it does not require complete-anatomy MR images 

for sCT generation in the prediction stage. The original MR images with full anatomy were 

only used during the training stage. Once the model has been trained, it can directly 

generate sCT images from truncated MR images. 

The body contours are optional input for our method, and we also trained the Comp-

cycleGAN (contour) model to leverage the additional contour information in this work. In the 

clinic, CT images covering the complete anatomy might be acquired for patients from the 

treatment simulation process. The body contours of the CT images contain information 

about the actual shape of each patient. In MR-guided adaptive radiotherapy, daily MR 

images are acquired for adaptive planning and dose calculation. After rigid registration, the 

simulation CT and MR images for the same patient should have similar body outline with 

minor variations due to daily setup uncertainty. In this scenario, the acquired body contours 

can be used as guidance for anatomy compensation during sCT generation from daily MR 

images, and our Comp-cycleGAN (contour) model was trained to take advantage of the 

supplementary information from the body contours. The results in Table 11 and Table 12 

show our Comp-cycleGAN (contour) has superior performance compared to Comp-

cycleGAN, demonstrating the effectiveness of utilizing the contour information for anatomy 

compensation. However, if the patient setup is extremely different between the CT and MR 

images or CT images are unavailable for MR-only based treatment planning, there will be no 

body contours for the Comp-cycleGAN (contour) model. In this condition, the Comp-

cycleGAN (contour) model cannot be used, but the Comp-cycleGAN model can still be used 
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to generate sCT image and compensate the truncated region because it does not rely on 

the contour information during training and prediction.  

To demonstrate the effectiveness of our method, we also compared it to the cycleGAN-

full model, a regular cycleGAN model trained and tested using original MR images with 

complete anatomy. The sCT images generated from cycleGAN-full had an average MAE of 

90.5 HU, PSNR of 27.9 dB, and SSIM of 0.95, which were comparable to the results 

published in recent deep learning studies of head-and-neck sCT generation.[45], [107], 

[240], [246], [252], [257] The quantitative results demonstrated that sCT images generated 

from truncated MR images by our methods were comparable to those generated from 

complete-anatomy MR images by the cycleGAN full model. Furthermore, a dosimetric 

evaluation of our synthetic CT generation was conducted and the results showed a similar 

level of dosimetric accuracy as reported in previous studies [107], [240], [246], [257]. This 

confirms the high quality of our synthetic CT images for use in treatment planning. 

Furthermore, in this study, we used the truncated MR images of head-and-neck patients 

to demonstrate the effectiveness of our method for simultaneous anatomy compensation 

and sCT generation. However, this method can be used for any other anatomical sites 

where the MR images might be truncated. The other common case would be pelvis and 

prostate patients. Their MR images are usually truncated at the peripheral regions because 

of the limited field of view of MR scans to avoid geometric distortion and optimize the 

sequence for acquisition time and image quality. The major challenge for the pelvis and 

prostate sites is the non-rigid body shape that might result in the inferior performance of the 

Comp-cycleGAN model in compensating the missing anatomy. From our observation, the 

Comp-cycleGAN can be trained to predict missing data of a rigid body shape like head very 

well. Non-rigid body shape like the abdomen is less predictable in general, and more 

training data are needed for Comp-cycleGAN to achieve reasonable prediction.  
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All CT and MR images used to train and test the Comp-cycleGAN model were from our 

institution. The trained Comp-cycleGAN model might not be directly applied to MR images 

obtained from other institutions. The main reason lies in that the voxel intensities of MR 

images do not correspond to specific physical meaning because they depend on the 

combination of tissue properties and hardware-specific settings.[258] Although the Z-score 

standardization could be used to reduce the intensity variability[259], there is still a lack of 

consistency of voxel intensity, which prevents the direct application of the trained model 

across the different institutions. Transfer learning is usually needed to train a new model for 

new institution data.  

One limitation of the proposed method is that the model might not perform robustly if the 

input MR images are severely truncated (e.g. larger than 3cm). This is mainly because the 

truncated regions might contain some critical structures which could not be inferred from the 

given anatomy in the truncated images. In this scenario, our proposed method could still 

generate sCT images and compensate the missing anatomy based on the learning of 

anatomical features from the patient population in the training dataset. However, the 

accuracy and robustness of our method would be considerably reduced. Another limitation 

of this work is that our evaluation metrics (MAE, PSNR, and SSIM) are affected by the 

accuracy of registration between CT and MR images. Even though training our model does 

not require registered MR-CT pairs, the misalignment between CT and MR images will affect 

our evaluation accuracy. While deformable image registration was applied to alleviate this 

issue, inter-modality image registration is still a challenging problem, especially for head-

and-neck patients where the neck flexion can be quite different. Furthermore, the capability 

of our proposed method to compensate the missing anatomy is learned from the structural 

features in training data. In the future study, we plan to collect more patients to train and test 

our method. We plan to include more patients with increased variations in shapes and 
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weights in our study, improving the diversity of structural features in our training database. 

This is expected to enhance the performance of our model.  

 

6.6 Conclusion 

We proposed a novel deep-learning method to generate sCT images with complete 

anatomy from truncated MR images. Based on cycleGAN, we modified the cycle-

consistency loss and innovatively introduced original MR images with complete anatomy in 

the training process to facilitate anatomy compensation during sCT creation. Extensive 

experiments demonstrated that our method can generate sCT images with high image 

quality and reliable anatomy compensation. This technique has the great potential to be a 

useful tool to facilitate MR-based radiation treatment planning.  
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Chapter 7: Discussion 

7.1 Project Summary 

The primary goal of this project is to enable the MR-guided online ART for SABR of 

HNC by addressing several challenges and gaps in the current clinical workflow. To achieve 

this goal, we first developed an auto-segmentation framework for GTV delineation from 

multimodality images in Aim 1. Next, a DIR framework was developed for CT-to-MR and 

MR-to-MR registration for online adaptive planning in Aim2. In addition, we developed the 

automated methods for creation of synthetic CT from MR images to improve dosimetric 

accuracy of MR-based planning in Aim 3.  

7.2 Discussion of Specific Aims 

7.2.1 Aim 1: Automate GTV delineation from fusion of multi-modal images for treatment 

planning 

This aim was split into two sub-aims, the first of which was a development of data 

augmentation method for efficiently training auto-segmentation models (in Chapter 3), and 

the second of which focused on developing an auto-segmentation framework for GTV 

delineation based on the combination of planning CT, PET, and MR images (in Chapter 4).  

For the first sub-aim, we successfully developed a simple but effective approach 

based on PCA method to generated synthetic images with contours for training auto-

segmentation models. Our proposed method enabled the training of high-quality auto-

segmentation models for HNC OARs from a severely limited number of well-contoured data 

(e.g. 10 cases). This makes DL-based auto-segmentation more applicable in clinical settings 

where data availability may be limited and can significantly reduce the effort needed for data 

curation.  

Sub-aim 1.2, “Gross Tumor Volume Auto-segmentation based on Multimodality 

Images” was discussed in Chapter 4 of this dissertation. Accurate GTV delineation is 
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essential for SABR treatment of HNC due to the extreme high dose delivered in each 

fraction and the presence of a lot of critical structures in HN region. Thus, we developed a 

two-staged auto-segmentation framework to automate the GTV contouring process based 

on the combination of CT, PET, and MR images. This framework is the first to simulate the 

GTV delineation process of radiation oncologists in clinic by dividing the process into two 

stages. The first stage was to localize and generate a coarse GTV based on CT and PET 

images. The second stage generated the final GTV by refining the coarse GTV using all 

multimodal images including CT, PET, and MR images. We trained our auto-segmentation 

models using data from 7 different institutions and evaluated the auto-contours on patient 

data from MD Anderson Cancer Center.  

The results of our study demonstrated the high accuracy of our auto-contouring 

framework. Specifically, evaluating our approach on a dataset comprising small GTVs 

(average size:16 𝑐𝑚3), our approach achieved an average DSC of 0.71, an MSD of 2.3 mm, 

and a HD95 of 8.8 mm using the combination of CT, PET, and MR images. These 

quantitative results provide strong evidence of the effectiveness of our segmentation 

approach. To further evaluate the clinical applicability of our framework, we conducted a 

clinical evaluation of the auto-generated contours. Two experienced HNC radiation 

oncologists independently reviewed the auto-generated contours and assessed their clinical 

acceptability. The results of the clinical evaluation showed that our auto-segmentation 

system was able to generate clinically acceptable contours for 90% of the GTVs, and the 

other 10% cases just needed minor edit for treatment planning. This finding is particularly 

significant as it highlights the potential clinical benefits of our proposed auto-segmentation 

framework. By improving the efficiency and accuracy of GTV segmentation based on multi-

modality images, our approach has the potential to improve treatment planning for SABR 

and ultimately lead to better patient outcomes. 
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In addition, our auto-segmentation framework was designed to be capable of 

handling missing modality, which is a common challenge in clinical practice. To achieve this 

capability, we trained our models with different combinations of available modalities. This 

approach enabled our framework to generate accurate GTV contours in the absence of 

certain imaging modalities. Specifically, our two-stage auto-segmentation framework could 

localize the GTV in stage 1 based on the available CT/PET or CT images. In stage 2, the 

final GTV was predicted based on all available modalities. With missing PET or/and MR 

images, our model was able to produce a result not worse than a model trained with 

corresponding available image modalities only. The ability of our framework to handle 

missing modalities enhances the practical utility of our automated segmentation method, 

making it a valuable tool for radiation oncologists in real clinical settings where access to all 

imaging modalities may not be feasible. 

7.2.2 Aim 2: Automate deformable registration of simulation CT and daily MRI for adaptive 

planning 

Specific Aim 2 was the focus of Chapter 5 of this dissertation, in which we proposed 

a fully automated hierarchical registration framework for inter-modality (CT-to-MR) and intro-

modality (MR-to-MR) DIR. The hierarchical registration framework is designed to handle 

large deformations between images by dividing the registration process into multiple stages, 

including whole volume-based registration, patch-based local registration, and patch-based 

deformable registration. The models were trained and evaluated based on the data of 

patients treated with MR-Linac at MD Anderson Cancer Center. The proposed method 

demonstrated superior performance in registration accuracy and computational efficiency 

compared to other deep learning methods and traditional DIR tool in Monaco treatment 

planning. Specifically, the average DSC and MSD calculated over all organs between the 

deformed contours by our method and the reference manual contours were 
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0.76±0.05/1.9±0.5mm for CT-MR registration and 0.87±0.06/0.9±0.3mm for MR-MR 

registration, respectively.  

For MR-guided ART, DIR is crucial to ensure accurate contour prorogation with daily 

anatomical changes so that treatment plan can be reoptimized in real time. However, 

current registration tools in the clinic often fall short in achieving sufficient accuracy for CT-

to-MR DIR, leading to the need for manual intervention and time-consuming contour editing. 

Our proposed method addresses these limitations and has the potential to significantly 

improve the accuracy of MR-guided ART. Furthermore, the computational efficiency of our 

method makes it more feasible for clinical use, allowing for fast registration and real-time 

adaptive planning. 

7.2.3 Aim 3: Automate synthetic CT generation from MR images for MR-based adaptive 

planning 

In Aim 3, we focused on the automation of high-quality synthetic CT generation from 

MR images for MR-based adaptive planning, which was included in Chapter 6. We 

proposed a cycleGAN-based method that was specifically designed to generate sCT images 

while compensating for the missing anatomy from truncated MR images. To evaluate the 

effectiveness of our approach, we compared the generated sCT images with real CT 

images. Our results indicated that the average MAE, PSNR, and SSIM calculated over test 

patients were 91.3 HU, 27.4 dB, and 0.94 for the sCT generated by our proposed DL 

models, demonstrating high-quality sCT generation.  

Given that the goal of our work was to use sCT for dose calculation in MR-guided 

ART workflow, we further evaluated the dosimetric performance of sCT by comparing the 

dose distribution of the same treatment planning calculated on sCT and planning CT. The 

DVHs parameters of mean dose (Dmean), D95%, and D5% were calculated for tumor targets 

and OARS for evaluation. We found that the absolute dose difference within the targets and 
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OARs was less than 0.5 %, which is superior to synthetic CT generation using bulk density 

override in the Monaco system [260]. In addition to the dosimetric accuracy, our method 

does not rely on the accuracy of contour propagation, which is a common source of error in 

sCT based on bulk density assignment. Instead, it uses a cycleGAN-based method to learn 

the mapping between MR images and sCT images, ensuring that the generated sCT images 

are consistent and accurate. Our method has the potential to significantly improve the 

efficiency and accuracy of MR-guided ART workflow for HNC patients, by providing high-

quality sCT images that can be used for treatment planning and dose calculation. 

7.3 Study Limitations and Future Direction  

Although we successfully developed an auto-contouring system for GTV delineation 

in the oral region (including base of tongue, oropharynx, and tonsil disease) in Specific Aim 

1, our model's coverage is currently limited to this specific HNC subsite. Expanding our 

model to other subsites is crucial for wider clinical applications. This requires collecting more 

patient data to include in the model training process or training a new model for each 

anatomical site. Furthermore, while our model performs well in segmenting primary GTVs, it 

currently does not account for nodal GTVs. This is a significant limitation, as nodal GTVs are 

an important aspect of HNC treatment planning. To address this limitation, we plan to 

include nodal GTVs in our future model development with existing curated data. This will 

enable our model to provide more comprehensive and accurate GTV delineation, covering 

both primary and nodal GTVs. In addition, while our auto-segmentation framework has 

demonstrated high clinical acceptability with a 100% success rate, it is essential to develop 

a quality assurance method to automatically detect and flag any inaccurate auto-contours. 

Another important aspect to consider in future studies is to improve the generalizability and 

robustness of our auto-contouring system. We aim to validate our segmentation framework 

on larger and more diverse datasets, including data from multiple institutions. This will 
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enable us to better understand the potential impact of our contouring system on clinical 

outcomes, as well as identify potential challenges or limitations in real-world clinical settings. 

In Specific Aim 2, we proposed and validated our DL-based registration framework 

for MR-guided adaptive planning, with a focus on its application for contour propagation. 

While contour propagation is a crucial step in MR-guided ART to account for daily 

anatomical changes, DIR has several other important applications in radiation therapy, 

including dose mapping and accumulation [261], [262]. Specifically, in MR-guided ART, DIR 

plays an important role in registering daily MR images to the planning CT and enabling the 

accumulation of dose for plan evaluation and re-planning. This approach allows for a more 

precise assessment of the accumulated dose distribution in the target volume and 

surrounding OARs over the course of treatment. Furthermore, in the case of re-treatment, 

dose mapping is crucial in transforming the previous dose distribution to the new planning 

images to assess the dose tolerances of OARs and ensure that dose is delivered accurately 

to the target while minimizing the risk of side effects to surrounding healthy tissue [263], 

[264]. However, there are several challenges in implementing our DL-based DIR framework 

for dose deformation, especially for the inter-modality CT-MR cases. One challenge is the 

limited accuracy of DVFs generated during the deformable registration process, which in 

turn affects the accuracy of DIR-based dose accumulation. Despite outperforming traditional 

DIR tools in Monaco and other DL methods, our proposed method still faces limitations in 

achieving high accuracy for inter-modality (CT-to-MR) registration, with an average DSC of 

only 0.76. Thus, improving the accuracy of inter-modality DIR remains a crucial area for 

future research in MR-guided ART. In addition, even with precise deformable registration, 

accurate dose accumulation is inherently difficult. As the volumes of tumor targets and 

normal tissues can vary from fraction to faction, the deformation process involves volumetric 

changes, including the merging of adjacent voxels or the creation of new voxels. These 

changes may lead to the violation of the energy conservation principle, since a constant 
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energy density that is deformed to a greater or smaller mass can lead to the creation or 

elimination of energy. The voxelized nature of the moving and reference images during 

computation further challenged the dose mapping task. To address this problem, many dose 

accumulation methods have been proposed based traditional DIR methods, including center 

of mass method [265], interpolation methods [266], [267], direct voxel tracking method [268], 

and energy transfer method [269]. In our future studies, we plan to implement the 

interpolation method with our DL-based registration framework, due to their fast speed and 

no requirement of Mote Carlo simulation. As illustrated in Figure 34, the interpolation 

method involves deforming the center of each voxel in the reference image to locations on 

the dose grid of the moving image. The corresponding point of dose in the moving images is 

estimated by trilinear interpolation, and then mapped back to the original dose grid center on 

the reference image. However, the limitation of this method is that it can lead to accuracy 

degradation in regions of steep dose gradients, and it does not account for the physical 

aspects of dose deposition. 

 

 

Figure 34: The illustration of trilinear interpolation method for dose accumulation. The left is 

the reference image, and the right is the moving image. Image courtesy of Chetty el al. [263] 

 

In Specific Aim 3, a DL model was developed to generate synthetic CT from daily 

MR images with high dosimetric accuracy for MR-guided adaptive planning. The future work 



   

 

137 
 

is to establish an MR-only treatment workflow using the MR-linac technology. In the current 

clinical practice, the treatment planning and dose calculation rely on simulation CT images, 

while both simulation CT and simulation MR images are acquired before treatment [94]. 

However, acquiring both simulation CT and MR images increases resource usage and 

cause additional challenges in terms of registration and fusion of the two image sets. An 

MR-only workflow would eliminate the need for simulation CT imaging and streamline the 

treatment planning process, resulting in reduced radiation exposure for the patient and 

increased efficiency for the clinical team. By generating synthetic CT from simulation MR 

images, we can use it for initial treatment planning and avoid the need for additional CT 

images. However, it is important to note that the use of undistorted MR images for synthetic 

CT generation is crucial to ensure high-precision MR-based planning. MR images are prone 

to distortion due to magnetic field inhomogeneities and susceptibility artifacts, which can 

result in geometric inaccuracies in the generated synthetic CT images. Therefore, future 

research should focus on developing and evaluating methods for distortion correction in MR 

images used for synthetic CT generation, as well as investigating the impact of residual 

distortion on treatment planning accuracy. 

The DL models developed in this project have shown promising results in facilitating MR-

guided ART for HNC, with automated GTV delineation, improved online contour 

propagation, and accurate synthetic CT generation. These models can be used collectively 

or separately to assist MR-guided ART for SABR of HNC. An end-to-end evaluation will be 

conducted to assess the collective performance of these DL models in achieving an 

automated MR-guided ART workflow for HNC. This evaluation will involve implementing all 
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the DL models together to streamline the treatment planning process and improve treatment 

accuracy. 

7.4 Conclusion   

In this study, we successfully developed DL-based models to facilitate the MR-guided online 

adaptive RT workflow for HNC SABR. The automation not only facilitates GTV delineation in 

treatment planning stage, but also reduces the time needing for contouring review/editing 

during online adaptive planning. Also, the developed synthetic CT generation is expected to 

improve dose calculation accuracy for MR-based adaptive planning. This outcome is 

expected to have an important positive impact on improving treatment efficiency and 

improving the overall treatment quality of HNC SABR.
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