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High Angular Resolution Diffusion Imaging (HARDI) techniques, including Diffusion Spectrum Imaging (DSI), have been proposed to resolve crossing and other complex fiber architecture in the human brain white matter. In these methods, directional information of diffusion is inferred from the peaks in the orientation distribution function (ODF). Extensive studies using histology on macaque brain, cat cerebellum, rat hippocampus and optic tracts, and bovine tongue are qualitatively in agreement with the DSI-derived ODFs and tractography. However, there are only two studies in the literature which validated the DSI results using physical phantoms and both these studies were not performed on a clinical MRI scanner. Also, the limited studies which optimized DSI in a clinical setting, did not involve a comparison against physical phantoms. Finally, there is lack of consensus on the necessary pre- and post-processing steps in DSI; and ground truth diffusion fiber phantoms are not yet standardized. Therefore, the aims of this dissertation were to design and construct novel diffusion phantoms, employ post-processing techniques in order to systematically validate and optimize (DSI)-derived fiber ODFs in the crossing regions on a clinical 3T MR scanner, and develop user-friendly software for DSI data reconstruction and analysis. Phantoms with a fixed crossing fiber configuration of two crossing fibers at 90° and 45° respectively along with a phantom with three crossing fibers at 60°, using novel hollow plastic capillaries and novel placeholders, were constructed. T2-weighted MRI results on these phantoms demonstrated high SNR, homogeneous signal, and absence of air bubbles.
Also, a technique to deconvolve the response function of an individual peak from the overall ODF was implemented, in addition to other DSI post-processing steps. This technique greatly improved the angular resolution of the otherwise unresolvable peaks in a crossing fiber ODF. The effects of DSI acquisition parameters and SNR on the resultant angular accuracy of DSI on the clinical scanner were studied and quantified using the developed phantoms. With a high angular direction sampling and reasonable levels of SNR, quantification of a crossing region in the 90°, 45° and 60° phantoms resulted in a successful detection of angular information with mean ± SD of 86.93°±2.65°, 44.61°±1.6° and 60.03°±2.21° respectively, while simultaneously enhancing the ODFs in regions containing single fibers. For the applicability of these validated methodologies in DSI, improvement in ODFs and fiber tracking from known crossing fiber regions in normal human subjects were demonstrated; and an in-house software package in MATLAB which streamlines the data reconstruction and post-processing for DSI, with easy to use graphical user interface was developed. In conclusion, the phantoms developed in this dissertation offer a means of providing ground truth for validation of reconstruction and tractography algorithms of various diffusion models (including DSI). Also, the deconvolution methodology (when applied as an additional DSI post-processing step) significantly improved the angular accuracy of the ODFs obtained from DSI, and should be applicable to ODFs obtained from the other high angular resolution diffusion imaging techniques.
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CHAPTER 1 – Introduction and Motivation

1.1 INTRODUCTION

Magnetic resonance imaging (MRI) is a well-established noninvasive radiologic modality for providing soft tissue contrast [1]. Diffusion weighted MRI, a specialized MRI methodology sensitive to water diffusion, holds great potential for probing tissue micro-structural organization for detecting pathology that is not seen on conventional MRI. Since its inception in early 1990s, diffusion tensor imaging (DTI), which exploits the preferential water diffusion along some structures (such as white matter tracts in the central nervous system) [2], is widely used both clinically and in basic research for probing the micro-structural organization of tissues, quantifying white matter integrity and performing tractography [3-11]. However, with the inherent single tensor model assumption, DTI cannot resolve crossing or kissing fibers, thereby limiting its ability to generate reliable fiber tractography [12-15]. Moreover, reduced anisotropy in the regions of crossing fibers may be misinterpreted as a loss of axonal integrity.

High angular resolution diffusion imaging (HARDI) techniques including diffusion spectrum imaging (DSI) and q-ball imaging (QBI) have been proposed to resolve crossing and other complex fiber architecture in the human brain white matter [13, 15-20]. In these methods, directional information of diffusion is inferred from the peaks in the orientation distribution function (ODF). DSI is shown to resolve complex white matter tissue architecture [15, 17, 21]. Extensive studies using histology on macaque brain [22, 23], cat [1]
cerebellum [24], rat hippocampus and optic tracts [25, 26] and bovine tongue[27] are qualitatively in agreement with the DSI-derived tractography.

1.2 Motivation

However, there are two main frameworks in DSI which need to be addressed in more detail and are the major foci of this thesis work:

1) **DSI validation and optimization with ground truth phantoms on a clinical scanner:** There are two studies in the literature which validated DSI using physical phantoms [26, 28]. However, both these studies were not performed on a clinical MRI scanner. Also, the limited studies which optimized DSI in a clinical setting [29, 30] did not involve a comparison against a ground truth physical phantom. Under the constraint of scan time and gradient performance on current clinical systems, it is important to study the effect of parameters which have a significant impact on the angular resolution of DSI. This will allow the optimization of DSI acquisition parameters.

2) **DSI post-processing to address the issue of fibers crossing at small angles:** ODF based methodologies (including DSI) may yield inaccurate orientation information in regions where fibers cross at relatively acute angles, because each contributing fiber bundle generates a peak of finite width, which makes it difficult to resolve the true peaks in the ODF [31]. This problem can be ameliorated by deconvolving the response function of a single fiber from the overall fiber response and is the basis of techniques such as Spherical Deconvolution [32] and QBI Sharpening[31]. There are two recent studies [33, 34] in the context of application of deconvolution in DSI
which were published during the conclusive phase of this thesis. However, the methodologies developed in this thesis are unique in their own right. Overall, currently there is lack of consensus in the DSI community on the necessary pre- and post-processing steps.

In addition, although there are several diffusion fiber crossing phantoms proposed in the literature, they were designed only with two crossing fibers and are rather simplistic for validation purpose. A careful investigation using a three fiber crossing phantom is essential for validation of DSI and other HARDI techniques since such fiber crossings are encountered in multiple brain regions (for eg. in centrum semiovale region where 3 fibers from corpus callosum, corona radiata and superior longitudinal fasciculus intersect and cross).

Also, majority of the diffusion fiber crossing phantoms reported in the literature are constructed using textile fibers, which depend upon the signal from the water protons trapped in between synthetic textile fiber material and may be unreliable. In addition, these phantoms lack the desired tubular geometry [35]. In order to pack the fibers densely and homogeneously while maintaining orientation and simultaneously increasing the packing density, such phantoms generally employ heat shrink tubes [36, 37] or a fiber tightening mechanism[38, 39]. Such design mechanisms leads to inaccuracies in fiber density and introduces uncertainty in the underlying geometry. Hollow capillary tubing is advantageous for this reason. However, one of the main disadvantages of the hollow capillary tubing reported in the literature is large wall thickness (350 µm o.d.) which results in a lower packing density leading to a low SNR.
Therefore, the overall purposes of this dissertation were to design and construct novel diffusion phantoms including three fiber crossings, employ post-processing techniques in order to systematically validate and optimize DSI on a clinical 3T MR scanner, and develop user-friendly software for DSI data reconstruction and analysis.

1.3 Objective and Specific Aims

The main objectives of this research are 1) to design and construct phantoms with two and three fiber crossings for validating DSI-determined angular orientations and 2) to implement deconvolution algorithms as a post-processing step in DSI to enhance resolution of crossing fibers.

The specific aims of this thesis were:

1) To systematically design and construct diffusion fiber crossing phantoms with increasing complexity from two to three interleaved fiber crossings (with different angles serving as test conditions) using hollow plastic capillaries (i.d.=50, o.d.=150) in order to achieve a high packing ratio leading to a high SNR.

2) To implement a deconvolution technique applicable to DSI data as a post-processing step to resolve the peaks in the ODF for determining the fiber orientation with improved accuracy in the regions where fibers cross at acute angles.

3) To acquire and analyze DSI data on the developed phantoms and evaluate angular accuracy of DSI derived ODFs against the known ground truth, especially in the regions of crossing fibers.
4) To acquire and analyze DSI data on normal human subjects and perform white matter fiber tractography in known fiber crossing regions to demonstrate applicability of the developed methodologies.

1.4 Thesis Organization

The organization of the thesis is as follows:

Chapter 2 provides a background on the basic principles of diffusion MRI.

Chapter 3 outlines various physical diffusion phantoms published in the literature with their respective materials, design principles, advantages and disadvantages. Motivation for developing the phantoms in this thesis is described. The diffusion phantoms developed in this work are then presented in details including their physical construction and design methodology. The developed phantoms offer a means of providing “ground truth” for validation of various diffusion models (particularly the ones that aims to resolve the crossing fibers) and for validation of tractography algorithms.

Chapter 4 presents the current post-processing methodology in DSI and discusses their limitations. The common issue of compromised angular accuracy of ODF based methodologies in the regions of fibers crossing at acute angles is discussed. The current DSI analysis methodologies are described and their limitations are pointed out. A deconvolution based technique applicable to DSI data as a post-processing step is described and implemented on the developed phantoms.

Chapter 5 describes the validation of the DSI analysis using the developed phantoms. Quantitative evaluation of angular accuracy of the DSI derived ODF using these phantoms is
presented. The consequence of DSI acquisition parameters on the angular resolution in phantoms is quantified. The improvement in these regions by applying deconvolution is demonstrated. In addition, the applicability of the developed methodologies on normal human subjects is presented qualitatively. Known regions of human brain consisting of single fibers and crossing fibers are highlighted. Deconvolution seems to improve the fiber delineation and detection from these regions.

**Chapter 6** provides summary and future directions based on this work.
2.1 INTRODUCTION

Deciphering human brain structures and their inter-connecting pathways and networks are very active research areas since they have numerous applications in the clinical diagnosis and management of multiple brain disorders. To this end, a large variety of invasive neuro-anatomic methods such as tract tracing were introduced early on to study brain white matter structural configuration and connectivity. However such techniques are not applicable to human studies.

Diffusion weighted MRI, a specialized MRI methodology sensitive to water diffusion, is the only imaging modality that holds great potential for probing tissue micro-structural organization for detecting pathology that is not seen on conventional MRI. The following sections provide the physical origin of the diffusion signal and how it can be measured with MRI.

2.2 Molecular diffusion phenomena

Molecular diffusion is a physical process referring to the random translational motion of molecules in a fluid (for eg. water) owing to their thermal agitation. This phenomenon is also called Brownian motion which is named after Robert Brown, an English botanist in 1827 who observed pollen grains in water under a microscope and found that the pollen
grains were in a constant agitated state. Brown first hypothesized that this phenomenon must be due to something alive, but by observing the same kind of motion in inclusions in quartz that were millions of years old, he discarded this hypothesis and was never able to explain his observations. In 1905, Albert Einstein’s molecular-kinetic theory of heat led to Jean Perrin’s work in 1909 of precise quantitative measurements of Brownian motion under a microscope. Einstein’s theory and Perrin’s observations together established the statistical law governing the randomness of these molecules undergoing Brownian motion.

A simplified version of this law for one-dimensional (1D) case is depicted in Fig.2.1, where the variance $< x^2 >$ of the molecular displacement along the dimension $x$ is given by the following equation,

$$< x^2 > = 2D\tau$$  \hspace{1cm} (2.1)

where $\tau$ is the diffusion time (the time during which the molecules are allowed to diffuse); $D$ is the diffusion coefficient which depends only on the size (mass) of the molecules, the viscosity and the temperature of the medium. Taking square root of both sides of Eq.1, we get the root-mean-square of $< x^2 >$ as follows,

$$\text{r. m. s.} (< x^2 >) = \sqrt{< x^2 >} = \sqrt{2D\tau}$$  \hspace{1cm} (2.2)

Hence, given a large number of molecules, the size of the ensemble average $<.>$ molecular excursion increases linearly with $\sqrt{\tau}$ (since $D$ may be considered a constant of proportionality. This mean distance traveled by a pollen grain (suspended in water) increases as the square root of time.
To get a sense of some numbers, the value of $D$ for free water molecules in water at room temperature ($37 \, ^\circ C$) is $3 \times 10^{-9} \, m^2/\text{sec}$. Substituting this value of $D$ in Eq.2, for $\tau = 50 \, \text{msec}$, the ensemble of the molecules would have travelled a distance of $17 \, \mu m$. This ensemble average movement follows a probability distribution function which is discussed in the next section.

**Fig.2.1: Brownian Motion.** Given a large number of molecules, the size of the ensemble average $<.> \, \text{molecular excursion}$ increases linearly with $\sqrt{\tau}$. For $\tau = 50 \, \text{msec}$, the ensemble of the molecules would have travelled a distance of $17 \, \mu m$. Image taken from [40]. Reprinted by permission from Macmillan Publishers Ltd: Nature Reviews Neurosci (40), copyright (2003)
2.3 Diffusion propagator or probability density function (PDF)

The probability distribution function (PDF) governs the probability of molecular displacement, in terms of both magnitude and direction, of the ensemble of molecules undergoing the random Brownian motion. This function is also referred to as the diffusion propagator (this has many alternate names in literature such as displacement probability density function or image of molecular displacement [41]). I will refer to this as PDF for simplicity of representation and denote it as \( P(R, \tau) \), where \( R \) is the relative molecular displacement vector which may be thought of as the difference of the molecular positions during the diffusion time (\( \tau \)). Mathematically,

\[
R = x(\tau) - x(0)
\]

(2.3)

where, \( x(0) \) and \( x(\tau) \) represents the initial and final molecular positions, respectively.

Typically, for free water, the shape of the PDF is Gaussian [40, 41]. In accordance with the Gaussian distribution, approximately 68 % of the molecules undergoing Brownian motion travel less than 17 \( \mu \text{m} \) (which is the standard deviation of the mean derived in the previous section) and only 5% of the molecules would have moved a distance greater than 34 \( \mu \text{m} \). Suppose, \( N \) is the total number of molecules. Hence, the proportion of the molecules which have travelled a distance \( r \) in time \( \tau \) is represented as \( n/N \) (which gives the probability of the molecules to have travelled a distance \( r \) in time \( \tau \)). For \( r > 17 \mu \text{m} \) (in our example) this probability will be low, and even lower for \( r > 34 \mu \text{m} \).

The PDF is, however, much more complex than a simple Gaussian distribution in real tissues and the estimation of this PDF is central to all the diffusion imaging schemes
discussed in later sections. The next section briefly discusses the origins of diffusion encoding in MRI.

### 2.4 Diffusion encoding in MRI

Following the establishment of nuclear magnetic resonance (NMR) phenomena in 1946 by Bloch and Purcell\cite{42}, Hahn’s spin echo experiment \cite{43} in 1950 in which he also noted that the Brownian motion of spins under a non-uniform magnetic field leads to a signal attenuation. Carr and Purcell created 1D MR images using magnetic field gradients in 1954. These discoveries formed the foundation for diffusion MRI. Subsequently, in 1965, Stejskal and Tanner proposed a pulsed gradient spin echo (PGSE) sequence \cite{44} to encode the diffusion weighted signal in Hahn’s spin echo pulse sequence. Fig.2.2 shows this PGSE pulse sequence includes a pair of equal rectangular gradient pulses are applied on the either side of 180° degree refocusing RF pulse, in each TE/2 period. The first gradient pulse creates a phase shift of the spins whereas the second pulse nullifies this phase shift for the static spins only. Hence the spins which have the experienced position change due to diffusion in the diffusion time (\(\Delta\)) undergo different phase shifts resulting in attenuated T2 signal. The random phase shifts of individual spins ultimately leads to a signal attenuation \cite{45}. The corresponding echo attenuation is given by \cite{46},

\[
S(b, TE)_{SE} = S_0 e^{-\tau E/T_2} e^{-bD}
\]  \hspace{1cm} (2.4)

where \(S\) is the diffusion weighted signal acquired, \(S_0\) represents the spin echo signal obtained without any diffusion encoding gradients, \(D\) is the apparent diffusion coefficient, \(b\) is the diffusion-sensitizing factor (b-value) given by the following equation,
\[ b = \gamma^2 \delta^2 g^2 \left( \Delta - \frac{\delta}{3} \right) \]  \hspace{1cm} (2.5)

where \( \gamma \) is the gyromagnetic ratio, \( \delta \) is the duration of the diffusion gradient pulse, \( \Delta \) is the time interval between the application of the two diffusion gradients (i.e. diffusion time), and \( g \) is the applied gradient strength (see Fig.2.2).

Finally, by repeating the experiment with two different b-values (i.e. \( b_0 \) and \( b_1 \)), the apparent diffusion coefficient (\( D \)) can be computed as follows,

\[ D = -\frac{1}{b_1-b_0} \ln(S(b_1)/S(b_0)) \]  \hspace{1cm} (2.6)

Several alternatives of the Stejskal and Tanner PGSE sequence have been introduced over the years such as single-shot diffusion-weighted spin echo EPI pulse sequence, diffusion-weighted stimulated echo sequence, radial scanning, spiral scan to name a few [46]. However, the basic principle of encoding diffusion remains the same.
Fig.2.2: Stejskal and Tanner PGSE Pulse Sequence. The PGSE pulse sequence is a modified spin echo pulse sequence which include a pair of equal rectangular gradient pulses are applied on the either side of 180° degree refocusing RF pulse in each TE/2 period. $\delta$ is the duration of the diffusion gradient pulse, $\Delta$ is the time interval between the application of the two diffusion gradients (i.e. diffusion time).

2.5 Apparent diffusion coefficient (ADC) and diffusion anisotropy (DA)

The term apparent diffusion coefficient is used in the literature to include the effects of underlying cellular microstructure of the tissue which creates numerous additional barriers and various individual compartments (e.g. intracellular, extracellular, neurons, glial cells, axons) within the tissue [47]. These together impede the translational mobility of the diffusing particles (as shown in Fig.2.3). Appropriate acquisition along with mathematical
modeling allows inferring the microstructural tissue organization from the measured diffusion signal.

![Diagram of diffusing particles in biological tissues](image)

**Fig.2.3: Impediment of Diffusing Particles in Biological Tissues.** The underlying cellular microstructure of the tissue creates numerous additional barriers and various individual compartments. (A) Restriction created by closed spaces such as cells; (B) Diffusion hindered by obstacles causing deviated paths and (C) compartmental exchange, all lead to an impeded diffusion. Image taken from [40]. Reprinted by permission from Macmillan Publishers Ltd: Nature Reviews Neurosci (40), copyright (2003)

Due to restricted boundaries in tissues, the diffusion in one direction in space usually differs from another direction. In the regions of highly oriented barriers (such as the case in brain white matter), this leads to a preferential direction of diffusion and referred to as an anisotropic (Fig.2.4 b) diffusion, a term used in the literature to distinguish it from isotropic (Fig.2.4 a) diffusion (which is the case if diffusion is equal in all direction when the restrictive boundaries are not there). Both isotropic and anisotropic diffusion are exploited via diffusion MRI to infer the normal and pathological states (for example, the diffusion which is usually anisotropic becomes isotropic in the presence of edema). The anisotropic
diffusion is very useful in inferring the white matter architecture and in performing white matter fiber tractography.

**Fig.2.4: Isotropic and Anisotropic Diffusion.** (a) isotropic diffusion (diffusion is equal in all direction when the restrictive boundaries are not there) (b) anisotropic diffusion (In the regions of highly oriented barriers diffusion has a preferential direction along the oriented barriers). Image taken from [47]. Reprinted by permission from Macmillan Publishers Ltd: NMR Biomed (47), copyright (2002)

### 2.6 Diffusion tensor imaging (DTI)

The Diffusion Tensor Imaging is a well established diffusion and is widely used both clinically and in basic research for probing the micro-structural organization of tissues, quantifying white matter integrity and performing tractography [3-11]. It was formulated in [2, 48-50] by Peter Basser who proposed to use a second order symmetric and positive-definite tensor (\( D \)) to model the intrinsic diffusion properties of biological tissues. DTI is based on the simple Gaussian assumption of the PDF (introduced in the previous sections), which leads to the following expression of the PDF,

\[
P(R, \tau) = \frac{1}{\sqrt{(4\pi \tau)^3 |D|}} e^{-R^TD^{-1}R/4\tau} \tag{2.7}
\]
where \(|D|\) is the determinant of the diffusion tensor, \(D\). Hence, in DTI, the PDF is approximated by a 3-variate normal distribution with zero mean. The diffusion tensor is encoded from diffusion-weighted images (DWIs) as follows,

The recorded DWI signal intensity \(S\) is given by:

\[
S = S_0 e^{-bg^TDg}
\]  
(2.8)

where \(D\) is the diffusion tensor given by:

\[
D = \begin{bmatrix}
D_{xx} & D_{xy} & D_{xz} \\
D_{yx} & D_{yy} & D_{yz} \\
D_{zx} & D_{zy} & D_{zz}
\end{bmatrix}
\]  
(2.9)

Note that \(D\) is symmetric; the Signal equation can be rewritten as:

\[
S = S_0 e^{-bd_g}
\]  
(2.10)

where \(d\) is a 6 x 1 vector of diffusion tensor elements

\[
d = \begin{bmatrix}
D_{xx} & D_{yy} & D_{zz} & D_{xy} & D_{xz} & D_{yz}
\end{bmatrix}
\]  
(2.11)

g is a 1 x 6 diffusion gradient vector given by

\[
g = \begin{bmatrix}
g_x^2 & g_y^2 & g_z^2 & 2g_xg_y & 2g_xg_z & 2g_yg_z
\end{bmatrix}
\]  
(2.12)

Let \(y = -(1/b) \ln S/S_0\), then \(y = d.g\)

\[2.13\]

which can be rewritten in matrix form as,

\[
G.d = Y
\]  
(2.14)
where for N number of gradient encoding directions applied, G is a matrix of dimensions N x 6 (each row of G contains one g vector) Y is a column vector of N x 1 dimensions (each y values for each gradient direction).

From the above equation, computing the 6 diffusion tensor elements in d can be formulated as a problem of solving a system of linear equations.

\[ d = (G^\top G)^{-1}G^\top Y \] (2.15)

To solve 6 unknowns in d requires at least six linear equations. Thus the DWIs need to be acquired with at least 6 encoding directions plus one \( S_0 \) image). However, in general more than six directions are employed for solving the equations [51]. To transform the diffusion measurements from the laboratory coordinate system to the subject coordinate system, the diffusion tensor is diagonalized to determine the eigenvectors e1, e2, e3 and eigen-values \( \lambda_1, \lambda_2, \lambda_3 \). From these, several rotationally invariant quantities can be extracted, amongst which two of the most commonly used DTI metrics are the apparent diffusion coefficient (ADC) and Fractional anisotropy (FA) which can be calculated using the following.

\[ \text{ADC} = (\lambda_1 + \lambda_2 + \lambda_3)/3 \] (2.16)
\[ \text{FA} = \frac{\sqrt{((\lambda_3-\lambda_2)^2+ (\lambda_2-\lambda_3)^2+ (\lambda_3-\lambda_1)^2)}}{\sqrt{2 (\lambda_1^2 + \lambda_2^2 + \lambda_3^2)}} \] (2.17)

Although an elegant and widely used formulation, DTI cannot resolve crossing or kissing fibers, owing to the inherent single tensor model assumption. DTI is thereby limited in its ability to generate reliable fiber tractography [12-15]. Moreover, reduced anisotropy in
the regions of crossing fibers may be misinterpreted as a loss of axonal integrity. In one of several attempts to resolve crossing and other complex fiber architecture in the human brain white matter, High Angular Resolution Diffusion Imaging (HARDI) techniques including Diffusion Spectrum Imaging (DSI) based on q-space formalism have been proposed. This is discussed next.

2.7 Q-space imaging (QSI) and diffusion spectrum imaging (DSI)

QSI has the ability to provide information on complex underlying architecture including crossing and touching fibers which could not be resolved by the Gaussian assumption of the PDF. q-space, a term first introduced by Callaghan [52]. Each acquisition point in q-space refers to a DWI acquired at that specific value of the wave vector q (in terms of both magnitude and direction). The wave vector q is directly proportional to the gradient vector g (which again has both magnitude and direction) and is given by the following equation,

\[ q = \gamma \delta g \] (2.18)

where \( \gamma \) is the gyromagnetic ratio, \( \delta \) is the duration of the diffusion gradient pulse and |g| is the applied gradient strength.

q is also related to the b-value (introduced in earlier sections) as follows,

\[ b = |q|^2(\Delta - \frac{\delta}{3}) \] (2.19)

DSI requires sampling the q-space on a 3D Cartesian grid using the Stejskal and Tanner pulse sequence (described in the earlier sections) with much smaller duration \( \delta \), to encode the phase of spin displacements in the diffusion time \( \tau \). DSI formulism [17] is based upon
the well established Fourier relationship between the PDF \( P(R, \tau) \) and the modulus q-space signal \( S(q, \tau) \) \([52-54]\) and may be expressed using the following Fourier \((\mathcal{F})\) notation,

\[ P(R, \tau) = S_0 \mathcal{F}[S(q, \tau)] \] (2.20)

Hence, the diffusion propagator \( P(R, \tau) \) may be recovered using the 3D Fourier Transform of the DWI signal \( S(q, \tau) \) with respect to the gradient wave vector \( q \). In practice, the modulus of \( S(q, \tau) \) is used to exclude the phase shifts arising from tissue motion. Since the propagator is calculated by Fourier transformation of a measured quantity (diffusion in this context), \( P(R, \tau) \) is referred to as the “diffusion spectrum” and the technique of imaging using this phenomena is called Diffusion Spectrum Imaging (DSI).

Finally, the PDF (although could be visualized using an isosurface) is commonly visualized with an orientation distribution function (ODF) which is less sensitive to noise than the isosurface representation \([41]\). The PDF is used to estimate ODF by performing a radial summation of the 3D PDF in accordance with the following formula \([13, 15, 17]\):

\[ \text{ODF} = \int \text{PDF (ru)} \; r^2 \text{d}r \] (2.21)

where, \( u \) are the ODF analysis directions and \( r \) is the distance along which the integration is performed. In essence, the area under the curve is computed in each radial direction of the PDF to estimate the corresponding ODF. ODF thus provides an estimation of multiple fiber crossings of the underlying fiber structures. An ODF may be considered as a deformed sphere \([41]\) in which deformation in a given direction is proportional to the integral of the area of the PDF values in that direction. The ODF surface is color coded according to the direction of diffusion.
2.8 Alternative strategies and models for high angular resolution diffusion imaging (HARDI)

In diffusion MRI, obtaining the ODF (which has the potential to provide multiple fiber crossings of the underlying fiber structures) is of primary importance. In attempts to save acquisition time and limit hardware requirements, several alternative high angular resolution diffusion (HARDI) models and techniques have been introduced in the literature. Each of these have certain assumptions. These alternate strategies and models include q-Ball imaging (QBI) [13]; spherical deconvolution (SD) and constrained spherical deconvolution (cSD) [32, 55-57]; multi shell QBI [58]; Composite hindered and restricted model of diffusion (CHARMED) [59]; diffusion orientation transform (DOT) [60, 61]; generalized DTI [62], higher order tensors [63], multi Gaussian, multi tensor [64]; Hybrid diffusion imaging (HYDI) [65]; Wishart distribution [66-68]; Von mises-fisher mixture model (vMF mixture model) [69]; persistent angular structure (PAS) MRI [70, 71].

DSI [12, 15, 17, 22, 26, 29, 34, 41, 72] , however, holds the promise to characterize and quantify the PDF without any assumptions about the underlying diffusion processes. DSI is the central theme of this thesis and detailed theoretical description of DSI including post processing is provided in Chapter 4.
CHAPTER 3: Design and Development of Diffusion Phantoms

3.1 INTRODUCTION

Phantoms are extensively used for validation, evaluation, quality assurance and quality control of various imaging modalities including computed tomography (CT), Positron emission tomography (PET), X-ray, Fluoroscopy, Ultrasound (US) and MRI. American college of radiology (ACR) currently provides a physical head phantom for MRI consisting of numerous structures designed to assess several image quality standards of the MRI scanner. However, it has not been standardized and does not (to date) provide a “fiber diffusion phantom” which is essential to validate high angular resolution diffusion imaging techniques such as DSI.

Diffusion phantoms with known structure and geometry offer the possibility of establishing a gold standard to evaluate quantitative diffusion parameters and fiber tractography algorithms. In particular for validating high angular resolution diffusion imaging techniques such as DSI, which aim to resolve crossing fibers, a physical phantom with a known crossing-fiber configuration is essential. These phantoms can also be used for testing new diffusion MRI sequences.

This chapter focuses on the development of phantoms for validating diffusion MRI. Various published diffusion phantoms in the literature with their respective materials, design principles, advantages and disadvantages are reviewed. Motivation for developing the phantoms for DSI validation is described. The diffusion phantoms based on hollow
capillaries developed in this work are then presented in details including their conceptualization, design methodology, and physical construction.

3.2 Diffusion phantoms in published Literature

A wide variety of physical diffusion phantoms have been proposed in the literature using various materials and methods, which I broadly categorize in 4 different types. For each category, I review relevant studies, provide references and highlight their key advantages and disadvantages:

3.2.1 Type 1: Biological phantoms

Numerous biological substances have been utilized for DW-MRI calibration and validation. These may be subcategorized into fibrous vegetables or excised tissues.

The first category amongst biological phantoms is fibrous vegetables based phantoms. Two examples of this type include asparagus [73] and celery [74]. Asparagus has been used to test restricted diffusion [73]. Asparagus is known to exhibit anisotropic diffusion resembling brain white matter. Asparagus thus presents an opportunity to have a good comparison to the in-vivo diffusion and may be a good test object for diffusion tensor tractography. Celery also has anisotropic diffusion [74]. The advantages of using vegetables and plant stems are that they are readily available and no physical construction of phantoms is needed. However, the disadvantages are that they have unknown ground truth configuration and it is not possible to arrange them in complex crossing fiber configurations. Also, since they are biodegradable, they lack durability and reproducibility. Finally, they have limited preservability and their properties are very much dependent upon the storage conditions.
The second category is excised tissue based phantoms. Several variety of this category are reported in the literature and include rat spinal cord [75-78], rat brain [26, 79], mouse myocardium [80], bovine myocardium[81], macaque post-mortem fixed brain [22, 82], bovine tongue [27, 83, 84], cat cerebellum and visual cortex [24, 85]. The main advantage of biological excised tissue is that their structure is very similar to the in vivo situation. However, their underlying structural configuration is also unknown and reliant upon histological comparison. In addition, their preparation requires specialized knowledge and is difficult to obtain and handle during acquisition. In addition, their properties may not be guaranteed to stay constant over time and special storage and handling are needed.

3.2.2 Type 2: Textile fiber phantoms

Several synthetic textile fiber materials have been reported in the literature to create hardware diffusion phantoms. The primary materials reported in the literature are linen [86]; rayon [39]; polyamide [87]; polyester [37]; polyethylene [38, 88]; dyneema [36, 38, 86, 88-90]; acrylic fibers [35] and hemp [86]. The advantages of these textile fiber materials are that they have a very small diameter of up-to 10 µm (close to axonal diameters). Also it is possible to create predefined crossing fiber configurations, including tortuous geometries. Finally, their properties can be maintained reasonably constant over time. However, it is very difficult to achieve and maintain a desired orientation with textile fibers, and they often require employing heat shrink to hold the fibers in place which leads to an inaccurate fiber density and increased uncertainties in the underlying geometry. Finally, they lack the desired tubular geometry;
3.2.3 Type 3: Glass capillaries

Glass capillaries have been used to make phantom [91]. They have the advantage that the underlying structural configuration is precisely known since the glass keeps a very well defined geometry and hence extremely precise angular orientation is achievable. However, glass cannot be bent or manipulated to achieve complicated white matter geometries such as fiber crossing. Also, they have a relatively larger inner diameter (23-80 µm) than textile fibers and their properties can be maintained reasonably constant over time.

3.2.4 Type 4: Fused silica capillary tubing

Fused silica capillary tubing were used in few studies [34, 56, 92]. These capillary tubing are manufactured by Polymicro Technologies, Inc. The main advantage is that with these tubing, a very small internal diameter of 20 µm is achievable. Also, precise angular orientation and known underlying configuration is achievable because these are very rigid capillaries. However, the main disadvantage of fused silica capillary tubing is that they are very fragile and difficult to work with. In addition, they cannot be bent (or they will break). Hence, tortuous geometries cannot be accomplished. A minor disadvantage is that it is very difficult to visualize filled water.

3.2.5 Type 5: Hollow plastic capillaries

Few studies have reported constructing phantoms with hollow plastic capillaries [26, 93]. These are manufactured by Cole Parmer, Inc. The main advantage of capillary tubing is that the water is filled by gluing the capillary on a needle and syringe and hence it is very reliable, unlike the textile fiber phantoms which depend solely upon the water trapped in between synthetic fiber material which may be unreliable. In addition, hollow capillary tubing is able to hold their orientation because of which precise angular orientation is
achievable and can be maintained. In addition, tortuous geometries can be achieved. Furthermore, they have the desired tubular geometry and the underlying structural configuration is precisely known. Finally, their properties can be maintained reasonably constant over time since they are chemically inert. The disadvantage of hollow plastic capillary tubing is larger inner diameter (50 µm) than typical axons and a large wall thickness (350 µm o.d.) which results in a lower packing density leading to a low SNR.

3.3 Motivation to build new crossing fiber diffusion phantoms

Majority of the diffusion fiber crossing phantoms reported in the literature are constructed using textile fibers, which depend upon the signal from the water protons trapped in between synthetic fiber material and may be unreliable. Furthermore, it is difficult to achieve and maintain a desired orientation with these textile fibers. Also, they lack the desired tubular geometry. In order to pack the fibers densely and homogeneously while maintaining orientation and simultaneously increasing the packing density, such phantoms generally employ heat shrink tubes [36, 37] or a fiber tightening mechanism[38, 39]. Such design mechanisms leads to inaccuracies in fiber density and introduces uncertainty in the underlying geometry. Hollow capillary tubing is advantageous for this reason. However, one of the main disadvantages of the hollow capillary tubing reported in the literature is large wall thickness (350 µm o.d.) which results in a lower packing density leading to a low SNR. Note that the hollow capillary tubing utilized in the phantoms developed in this thesis is novel. These capillaries are custom ordered and manufactured (by Zeus Inc. Orangeburg, South Carolina) to achieve a smaller wall thickness (100 µm wall thickness as opposed to previously reported 300 µm). Thus a higher packing density than the previously reported
hollow capillary phantoms in literature could be obtained with a concomitant improvement in the SNR.

Moreover, the diffusion phantoms in the literature were designed only with two crossing fibers, mostly consisting of a very small homogeneous region of crossing fibers and are rather simplistic for validation purpose. A careful investigation using a three fiber crossing phantom that is anatomically relevant is essential for validation of DSI and other HARDI techniques since such fiber crossings are encountered in multiple brain regions (for eg. in centrum semiovale region where 3 fibers from corpus callosum, corona radiata and superior longitudinal fasciculus intersect and cross). A recently published coronal brain slice phantom[94] (again constructed using synthetic fibers) has a small section containing fibers splitting in three directions. However, in this phantom, 1) the fibers represent “splitting” and not “crossing” and 2) have a very limited region consisting of three fibers. Therefore, a novel diffusion phantom consisting of three interleaved crossing fibers is designed and constructed in this thesis. Two additional phantoms consisting of two crossing fibers at 45° and 90° crossings were built to gain experience in handling the proposed material, winding procedure and verify the overall phantom construction workflow as a first pass, before embarking on the more complicated three crossing fiber configuration construction.

3.4 METHODS (Phantoms construction)

Overall, the phantom construction in this work involved hollow plastic capillaries which were filled with distilled water and wrapped around a plastic plate to form a number of interleaved parallel layers resulting in fibers crossing at the desired angle. There are three
general criterions that need to be considered in the phantom construction, and should conform to the primary purpose of the phantom. These are 1) Basic design; 2) Fiber type and material and 3) Medium in which the tubing is inserted. These are detailed in the following subsections with regards to phantom construction in this thesis.

3.4.1 Basic Design

Since the overall purpose of this phantom was to validate DSI derived angular information, a simple 90°, two-way crossing fiber phantom with interleaved configuration was designed and constructed to validate the overall manufacturing procedure approach. Fig.3.1 presents the design theme for the 90° phantom. This design theme is similar to that presented in [26]. The capillaries were carefully placed on top of each other to form parallel layers in an interleaved manner.

![Fig.3.1: Design Theme for 90° Phantom](image_url)

This design theme was mechanically realized by designing and constructing a placeholder having a precise angle with a very low tolerance (90°±0.001°). The design was performed with Rhino 4.0 (Robert McNeel & Associates) and realized using machine shop.
The material used to realize the placeholder was solid wax (which was tested negative for any possible MRI signal). The constructed placeholder is depicted in Fig.3.2. The dimension of the central crossing region was 20 mm x 20 mm.

**Fig.3.2: Constructed Placeholder for 90° Phantom.**

### 3.4.2 Fiber type and material

Custom ordered hollow plastic capillaries (manufactured by Zeus Inc.) are depicted in Fig.3.3. The capillary tubing have inner diameter (i.d. = 50 µm); outer diameter (o.d. = 150 µm); wall thickness = 100 µm; total length = 500 ft. The outer diameter was smaller than the previously reported hollow capillary phantoms [26] which allowed a high packing ratio, leading to a high SNR.
As outlined in fig.3.4, one end of the hollow capillary was glued onto a 27 G needle which was mounted on an automatic syringe pump (NE-1000 Programmable Syringe Pump) for water filling. Water was lightly doped with Food coloring agent: Blue #1 (also called Brilliant Blue FCF, E#133, Color Index: 42090 - C37H34N2Na2O9S3) for visualizing water inside the tubing. This doping has negligible impact on the relaxation properties. The total volume of water required to fill 500 ft of tubing was about 300 µL. With a constant pressure= 10 µL/hr, pure distilled water (marked with the blue coloring agent for visualization with naked eye) was pumped in the entire 500 ft. length of tubing using the automatic syringe pump and took about 30 hours to fill entirely.
Fig. 3.4: Water Filling Setup. (a) 27G needle; (b) One end of capillary was glued to the needle; (c) Water was filled in capillaries using a syringe pump; (d) Water filled capillary.

After observing that the water is indeed retained over a period of 2 weeks, the water filled capillaries were then wrapped around the designed plastic base using in-house manufactured semi-automatic winding machine. The wrapping of the tubing was manually guided to ensure that they are wrapped right next to each other without gap or overlap. If an error was made, the machine was re-winded and tubing was re-wrapped until a near perfect layout was achieved. The photograph of the completely wrapped 90° phantom is shown in Fig. 3.5.
3.4.3 Medium in which the tubing is inserted

Usually, agar gel or pure water is chosen since otherwise air would cause strong susceptibility gradients at the air-water interface, resulting in distortions in the EPI Images. I did not choose gel because it creates sticky interfaces and is hard to take apart if further design modifications are needed. I also did not use pure water since it would not be possible to confidently distinguish between the signal coming from water inside the tube and the water surrounding the tubes. Therefore, I used water heavily doped with MnCl$_2$. This heavily doped MnCl$_2$ eliminated any signal coming from outside medium and ensured that any diffusion weighted signal received was coming only from the water in tubes. The entire assembly was degassed and sonicated to remove trapped air bubbles.
3.5 RESULTS (phantom construction)

3.5.1 90° Phantom

The photograph of the completed 90° phantom is shown in Fig.3.6. The dimensions of the crossing region of the completed 90° phantoms were: x=20 mm, y=20 mm, z= 4.2 mm each side (corresponding to 28 interleaved layers each side). The resultant slice thickness was slightly greater than the theoretically calculated slice thickness due to lesser number of turns at the edges. This was done deliberately to avoid wrapping of the tubes around the sharp edges to avoid any possible rupturing of the capillary tubing.

Fig.3.6: Photograph of the Completed 90° phantom.
3.5.2 45° Phantom

After confirming the results on the 90° Phantom, an additional configuration was designed and constructed similarly consisting of a 45° (Fig.3.7), two-way crossing fiber phantom with interleaved configuration. This was to study the effect of reducing the angle between the crossing fibers, before embarking upon the more complicated 60° phantom construction. The 45° phantom was constructed using the same 500 ft. length tubing. However, given the design requirement to form a 45° configuration, a trade-off between the available length of tubing and the achievable crossing region cross-section at a given slice thickness had to be made. The dimensions were optimized as follows: x=15 mm, y=35 mm, z= 3.3 mm each side (corresponding to 22 interleaved layers each side). The photograph of the completed 45° phantom is shown in Fig.3.8.

Fig.3.7: Constructed Placeholder for the 45° Phantom.
Fig. 3.8: Photograph of Completed 45° Phantom. (a) Photograph of the phantom (b) Axial View of the completed phantom with wrapped capillaries.
3.5.3 60° Phantom

Finally, a 60°, three-way crossing fiber phantom with interleaved configuration was similarly designed (Fig. 3.9 a) and constructed (Fig. 3.9 b).

Fig. 3.9: 60° Phantom Placeholder. (a) Design theme and (b) constructed placeholder.
To construct the 60° phantom, 1000 ft. tubing was used (instead of 500 ft. used for the other two phantoms). Again, a trade-off between the available length of tubing and the achievable crossing region cross-section at a given slice thickness had to be made. The dimensions were optimized as follows: $x=17$ mm, $y=37$ mm, $z=3.85$ mm each side (corresponding to 25 interleaved layers each side). The photograph of the completed 60° phantom is shown in Fig.3.10.

![Fig.3.10: Photograph of Completed 60° phantom. a) Photograph of the Completed Phantom (b) Axial View.](image)
3.6 METHODS (MRI Acquisition)

MRI data was acquired on all the phantoms on a Philips 3.0 T Intera scanner (Achieva, Philips Medical Systems, Best, Netherlands) with a maximum gradient amplitude of 80 mT/m and a slew rate of 200 mT/m/ms. An 8 channel SENSE FLEX coil was used for data acquisition. A high resolution T2 weighted image was acquired on each phantom using a T2-TSE (Turbo Spin Echo) T2-w sequence with the following sequence parameters: TE/TR=100/5000 msec; FOV=120x120 mm2; Matrix=512x512; Spatial Resolution=0.234x0.234 mm/px; ΔTH=4 mm; NEX=8; Acq and took 6 min 45 sec for acquisition. In addition DSI data was also acquired, whose details are provided in the subsequent chapter after presenting the detailed analysis flowchart and deconvolution methodology.

3.7 RESULTS (MRI Acquisition)

Representative slice (from a crossing region) of T2-weighted image of the 90°, 45°, and 60° Phantoms are shown in Fig.3.11, Fig.3.12, and Fig.3.13 respectively. T2 weighted images show good SNR, homogeneous signal and absence of air bubbles.
Fig. 3.11: **T2-weighted Image of 90° Phantom**. Representative slice from crossing region.
Fig. 3.12: T2-weighted Image of 45° Phantom. Representative slice from crossing region.
Fig.3.13: T2-weighted Image of 60° Phantom. Representative slice from crossing region.
3.8 SUMMARY

The phantom developed in this thesis utilizes novel hollow capillary tubing designed to obtain a higher packing density than the previously reported hollow capillary phantoms. Also, a novel diffusion phantom consisting of three interleaved crossing fibers is designed and constructed. Two additional phantoms consisting of two crossing fibers at 45° and 90° crossings are also constructed. The developed phantoms offer a means of providing ground truth for validation of various diffusion models (particularly the ones that aims to resolve the crossing fibers) and for validation of tractography algorithms. The utility of these phantoms in evaluating angular accuracy of DSI is presented in Chapter 5.
CHAPTER 4 – Post Processing Deconvolution in DSI

4.1 INTRODUCTION

Diffusion-weighted images (DWIs) are typically acquired using an Echo Planar Imaging (EPI) sequence with a small matrix size to reduce the acquisition scan time.

Following the acquisition of the k-space data, as a part of the image reconstruction by the scanner computer, mathematically the k-space is filled for the missing points, filtered, interpolated, and inverse Fourier transformed to create the DWIs. The resultant DWIs still need further processing in order to extract diffusion metrics [95]. These post-processing operations generally include, but are not limited to, distortion correction [96, 97] (both eddy current and susceptibility related), registration [97-104] of non diffusion-weighted and diffusion-weighted (both linear and non-linear), motion correction [105-110] and de-noising [111-114].

There are additional processing steps involved in the orientation distribution function (ODF) based diffusion-weighted MRI methodologies (such as DSI and HARDI) in which the directional information of diffusion is inferred from the ODF peaks. The challenge is that ODF may yield inaccurate orientation information in regions where fibers cross at relatively acute angles because each contributing fiber bundle generates a peak with finite width. This makes it difficult to resolve the true peaks in the ODF [12, 31, 32, 115]. This chapter deals with the post-processing steps to help resolve the ODF peaks. Specifically, a
de-convolution based technique applicable to DSI derived ODFs is described and implemented. In the following sections the current DSI analysis methodologies are described and their limitations are pointed out. The theoretical background necessary for understanding this methodology is also described.

### 4.2 Post-processing methodology in DSI and associated technical challenges

DSI formulism is based upon the well established Fourier relationship between the diffusion spectrum and the modulus q-space signal. DSI require sampling the DWIs on a 3D Cartesian grid using the Stejskal and Tanner pulse sequence (described in Chapter 2) which encodes the phase of spin displacements in the diffusion time $\tau$ by employing a pair of opposite polarity diffusion gradient pulses of strength $g$ and duration $\delta$.

The sampled MR q-space signal $S(q, \tau)$ is thus made proportional to the voxel average dephasing ($\varphi$) of the spins (during the experimental duration $\tau$). Mathematically,

$$S(q, \tau) = S_0 < \exp(i\varphi) >$$

where $\langle . \rangle$ represents voxel average and $S_0$ is a constant and represents the spin echo signal obtained without any diffusion encoding gradients. $q$ is the diffusion wave vector given by

$$q = \gamma \delta g$$

where $\gamma$ is the gyromagnetic ratio, $\delta$ is the duration of the diffusion gradient pulse and $g$ is the applied gradient strength.
Under the narrow pulse approximation ($\delta \ll \tau$), the voxel averaged dephasing $\varphi$ may be approximated as the dot product of the gradient wave vector $q$ and the relative displacement vector $R$.

Mathematically,

$$\varphi = q \cdot R \quad (4.3)$$

The relative spin displacement ($R$) may be thought of as the difference of the spin positions. Mathematically,

$$R = x(\Delta) - x(0) \quad (4.4)$$

where $x(0)$ represents the spin position at the application of the first diffusion gradient pulse and $x(\Delta)$ represents the spin position at the application of the second diffusion gradient pulse.

Hence, the voxel average may be considered as a displacement probability distribution of the spins in the time $\tau$ and may be represented by a diffusion propagator $P(R, \tau)$ which represents the probability of a spin to make a vector displacement $R$ in the given experimental mixing time $\tau$. Considering the 3D probability of spin displacement, Eq.4.1 may be reformulated as,

$$S(q, \tau) = S_0 \int_{R^3} P(R, \tau) \exp(i \varphi) \ d^3R \quad (4.5)$$

Substitution the formulism for $\varphi$ from Eq.4.2,

$$S(q, \tau) = S_0 \int_{R^3} P(R, \tau) \exp(i q \cdot R) \ d^3R \quad (4.6)$$

Thus the signal equation takes the form of a Fourier relationship between
\( P(R, \tau) \) and \( S(q, \tau) \). Hence \( P(R, \tau) \) can be obtained by the Fourier Transformation of \( S(q, \tau) \), as follows:

\[
P(R, \tau) = S_0^{-1} \int_{R^3} S(q, \tau) \exp(-2\pi i \cdot q.R) \, d^3 q
\]  

(note the change of variables inside the integral)

Finally, this relationship may be expressed using the following Fourier (\( \mathcal{F} \)) notation,

\[
P(R, \tau) = S_0 \mathcal{F}[S(q, \tau)]
\]  

Hence, the diffusion propagator \( P(R, \tau) \) may be recovered using the 3D Fourier Transform of the DWI signal \( S(q, \tau) \) with respect to the gradient wave vector \( q \). In practice, the modulus of \( S(q, \tau) \) is used to exclude the phase shifts arising from tissue motion.

Since the propagator is calculated by Fourier transformation of a measured quantity (diffusion in this context), \( P(R, \tau) \) is referred to as the “diffusion spectrum” and the technique of imaging using this phenomena is called Diffusion Spectrum Imaging (DSI).

\( P(R, \tau) \) is also generally referred to as the Probability Distribution function (PDF). A flowchart of the key components in the DSI analysis [17, 26, 29] are depicted in Fig.4.1 and will be elaborated in the following sub-sections. According to [33] there is no consensus in the DSI community on what pre-filtering and pre-processing steps are essential prior to the FFT computation (step 4.2.3 described below). These steps are hence elaborated in further details.
Fig. 4.1: DSI Flowchart. ODF is estimated from raw signal after multiple processing steps (see text).

4.2.1 Filtering for de-noising

The most commonly employed de-noising methodology in DSI involves applying a tapering function that is smooth and non-negative with a finite support to ensure smooth attenuation of the signal to zero at the edges of the sampled region. A Hanning window (used frequently to reduce aliasing in the Fourier transforms) is one such tapering function commonly deployed in DSI data processing [17]. The Hanning window is defined as follows:

\[ A(x) = \left(\frac{1}{2}\right) \{1 + \cos \left(\frac{\pi x}{F}\right)\} \quad (4.9) \]

where \( F = \) full width at half maximum and is set to the dimensions of the reconstruction grid.
A three-dimensional Hanning window is applied to the raw data.

Other methods include setting the diffusion signal to zero if smaller than two times of the mean signal in air and re-gridding the resulting data to a Cartesian lattice using a linear hyper-surface fitting algorithm [116]. Another method is to apply a statistical thresholding technique by fitting a gamma distribution to the resulting 3D image intensities and retaining only those values within 95% confidence intervals, thus neglecting all intensities near the noise floor [33]. There is also possibility of applying wavelet thresholding [33].

4.2.2 Reconstruction Grid

In theory, the diffusion propagator $P(R, \tau)$ is defined by the following 3D integral (rewritten from Eq.4.6) as follows,

$$P(R) = \iiint_{-\infty}^{\infty} S(q) \exp(-2\pi i Rq) \, d^3q$$

(4.10)

where $S(q)$ is the q-space signal, $R$ is the real space vector of the displacement of water molecules, $q$ is the wave vector.

In practice, the q-space is sampled symmetrically within the limits of $\pm q_{max}$ along each Cartesian axis [17]. Hence, Eq.4.10 takes the form of the following definite integral [33]:

$$P(R_x, R_y, R_z) = \iiint_{-d_{max}}^{d_{max}} S(q_x, q_y, q_z) \exp(-2\pi i (R_x q_x, R_y q_y, R_z q_z)) \, dq_x \, dq_y \, dq_z$$

(4.11)
where \( \{R_x, R_y, R_z\} \) are the Cartesian components of the real space vector and \( \{q_x, q_y, q_z\} \) are the Cartesian components of the q-space vector.

A typical procedure in DSI analysis is to zero pad the q-space signal in order to increase the reconstruction grid resolution. The reconstruction grid resolution reported in the literature ranges from 7x7x7 [65] to 17x17x17 [17] to 35x35x35 [33]. The propagator is interpolated in order to compute the ODF (subsequent step after FFT) to this spherical lattice and for low-resolution grids which leads to Cartesian artifacts [13]. However, increasing the grid size increases the computational cost.

### 4.2.3 FFT computation

A discrete 3D Fourier transform is performed on the modulus q space signal (symmetric around the center of q space) to obtain the Probability Distribution Function, (PDF), in accordance with Eq.4.8.

### 4.2.4 Orientation distribution function (ODF)

The orientation distribution function (ODF) is computed from the PDF by performing a radial summation of the 3D PDF in accordance with the following formulism [13, 15, 17]:

\[
\text{ODF} = \int \text{PDF} \ (ru) r^2 \, dr
\]

where \( u \) are the ODF analysis directions and \( r \) is the distance along which the integration is performed. In practice, the ODF is not integrated from zero (i.e. \( r \) starts at 2 instead of 0) in order to avoid integrating the isotropic central part of the PDF.
4.2.5 Diffusion anisotropy (DA)

Diffusion anisotropy is a quantitative metric that can be obtained from the DSI data [25]. It can be used to quantify the shape of the PDF and a unique value of DA can be determined from the ODF in each voxel. DA is an indicator of the diffusion anisotropy within each voxel and is formulated as the standard deviation of the normalized ODF [25]. Mathematically,

$$DA = std(ODF)$$

Clearly, the standard deviation (and hence the DA value) is very low for an ODF representing an isotropic ODF (since the ODF is spherical in such regions). On the other hand, the standard deviation (and hence the DA value) is very high for a very well defined ODF such as the one in single fiber regions. The DA value is intermediate (between isotropic and single fiber DA value) in the regions of crossing fibers.

4.2.6 Fiber tracking

The DA and vector map information is used to perform DSI based fiber tracking. Note that in DSI based fiber tracking each voxel can have more than one direction vector for visualizing crossing fibers. The descriptive analysis methodology and parameters used in this thesis work are provided in the Methods section (section 4.5).

4.3 Limitations of DSI methodology and other ODF based methodologies

In the ODF based diffusion weighted MRI methodologies (such as DSI and HARDI) the directional information of diffusion is inferred from the peaks in the ODF. ODF may yield
inaccurate orientation information in regions where fibers cross at relatively acute angles because each contributing fiber bundle generates a peak of finite width, making it difficult to resolve the true peaks in the ODF [115].

This becomes a specially challenging at low b-values [31] or when the angular resolution of the technique involved is not enough (for example due to low SNR or reduced angular sampling). In such situations, the ODF presents itself as a convolution of the true ODF with a point spread function. It is possible to recover the two peaks by deconvolution techniques if the convolution kernel is correctly identified [31, 33, 34, 60, 115].

It was shown in [33, 60] that because of a finite support of HARDI measurements in q-space, the diffusion propagator obtained is a convolved version of the true propagator with a point spread function (PSF) that can be defined as the Fourier transform of the boxcar function. The effect of computing the diffusion spectrum out to finite q-values is equivalent to multiplying the diffusion signal by a 3D boxcar filter, given by the following equation:

\[
\mathbb{P}(q_x, q_y, q_z) = \mathbb{P}(q_x) \mathbb{P}(q_y) \mathbb{P}(q_z)
\]

where \( \mathbb{P}(q_x, q_y, q_z) = 1 \) if \( |q_x| \leq q_{\text{max}}, |q_y| \leq q_{\text{max}}, |q_z| \leq q_{\text{max}} \), and 0 otherwise.

This formulation can be expressed as a convolution operation \( \otimes \) as follows,

\[
\text{Measured Propagator} = \text{True Propagator} \otimes \mathcal{F} \mathbb{P}(q_x, q, q_z)
\]

where the measured propagator is a convolved version of the true propagator with the Fourier transform of the boxcar function (i.e. PSF). Also, [33] pointed out that the convolution between the true propagator and PSF results in a blurred propagator which has a decreased contrast and a lower angular resolution.
In addition, [115] showed how the maxima of a ODF may provide biased or misleading estimates of the underlying fiber structure when the fibers cross at acute angles. As shown in the Fig.4.2 (a), consider two fiber populations coexisting and crossing at an acute angle in an imaging voxel. These are depicted by two different colors (red and blue) in the illustration. Each of these fiber populations results in an ODF peak of finite width (these finite width peaks are illustrated in the corresponding colors in Fig.4.2 b and Fig.4.2 c). The issue is that the ODF is a linear summation of these finite width peaks and if the data doesn’t have enough angular accuracy, these peaks combine linearly and the true peaks get masked (as shown in Fig.4.2 d). The resultant ODF (as shown in Fig.4.2 e) thus has only one peak (although it should be depicting two peaks). Notice also, how the resultant peak is not a true representative of either of the two peaks (note: the axes units are arbitrary and are for illustrative purposes only)

This is thus an inverse problem, i.e. given the superimposition of the peaks, how to resolve the true peaks. One of the potential solutions (obviously with certain assumptions) lies in the theory of deconvolution which is covered next.
Fig. 4.2: ODF Maxima Interference. In the regions of two fibers crossing at a relatively acute angle $\varnothing$ (illustrated in (a) with red and blue colors), the corresponding ODF profiles from each fiber bundle (shown in red and blue in b and c respectively) superimpose (d) to mask the overall peak (e) which is not a true representative of either of the two underlying fiber populations. (The axes units are arbitrary and are for illustrative purposes only).

4.4 Deconvolution in DW-MRI and DSI

Deconvolution is a core concept in digital signal and image processing and has been extensively applied in the context of medical imaging across all modalities (CT, PET, MRI, Ultrasound). Specifically, the concept of deconvolution as related to this thesis work concerns with diffusion MRI.

In the context of diffusion MRI, spherical deconvolution was first introduced by [32] to directly determine the fiber orientation density function from diffusion weighted MRI data.
In the methodology of [32] (later refined in [55, 56] using additional regularization) the fiber orientation was directly estimated from diffusion weighted data by transforming the HARDI signal coefficients directly and did not involve any intermediary diffusion framework. Later, [31] utilized the deconvolution concept in q-ball imaging and obtained sharp ODFs by deconvolving the response of single fiber response function from the HARDI signal.

This idea of deconvolution was extended to DSI by [33] in which the true DSI PDF was obtained from measured DSI PDF by deconvolving it with a point spread function defined as the Fourier transform of the boxcar function (as detailed in the previous section). Finally, [34] proposed a deconvolution methodology based on a mixed diffusion model consisting of measured diffusion ODF and a background isotropic diffusion component and obtained a sharper version of the measured ODF by deconvolving a characteristic ODF from the measured ODF by defining a convolution matrix whose column vectors were the characteristic ODFs oriented at a number of orientations.

The deconvolution methodology implemented in this thesis is motivated from these studies and conceptually is similar to [31]. However, according to [34], the methodology in [31] can only be applied to images acquired by the single-shell sampling scheme, and not to data acquired by other sampling schemes. The deconvolution methodology in this thesis is shown to be successful when applied to DSI derived ODFs as a post processing step, leading to detection of valid crossing fibers and in improving the angular accuracy of DSI.
The following sections provide the necessary details on the deconvolution methodology implemented in this thesis. A brief introduction to Spherical harmonics is provided as this is an essential component of the deconvolution methodology utilized in this thesis.

4.5 METHODS

4.5.1 Spherical harmonics

Spherical harmonics $Y^m_\ell$ are the angular portions of Laplace’s equation in spherical coordinates. They are defined as:

$$Y^m_\ell(\theta, \phi) = \frac{2l+1}{4\pi} \frac{(l-m)!}{(l+m)!} P^m_\ell(\cos \theta) e^{im\phi}$$  \hspace{1cm} (4.15)

where $\ell$ is the order and $m$ is the degree.

In the above equation $P^m_\ell$ represents the Legendre polynomial. The spherical harmonics form a complete orthonormal basis set of functions over the sphere, much like the Fourier series forms a complete orthonormal basis over an interval in Cartesian space [32].

Analogous to the Fourier transform where the bases are sines and cosine function, spherical harmonics form the bases for any complex function defined on a sphere. Thus, similar to the possibility of representing any complex function with sines and cosine functions as their bases, a complex function on the sphere can be expressed as a series of spherical harmonics as their bases. In the case of an ODF computed by DSI, which is a function represented by deforming the unit sphere, it is possible to represent it as a linear summation of spherical harmonic bases [31].
Fig. 4.3: **Spherical Harmonics Illustration.** Only the even order basis corresponding to order 2 and 4 are shown. Spherical harmonics can be used to represent a square integrable function on the unit sphere.

Since the ODF is a real and symmetric function, the modified real and symmetric spherical harmonic bases can be defined by considering only the even degree terms by defining a single index $j$ as follows [31],

$$j(\ell, m) = m + \frac{\ell^2 + \ell + 2}{2}$$  \hspace{1cm} (4.16)

where $\ell$ is the degree and $m$ is the order. The values of $\ell$ and $m$ are defined as,

$\ell = 0, 2, 4, \ldots, L$ (since only even terms are considered); $m = -\ell, \ldots, 0, \ldots, \ell$

Using the definition of a single index $j$ (in Eq.4.16), the modified Spherical harmonic bases are chosen based on the order $m$ as follows[31],
\[
Y_j = \begin{cases} 
\sqrt{2} \cdot \text{Re}(Y_m^{\ell}), & \text{if } m < 0 \\
Y_m^{\ell}, & \text{if } m = 0 \\
\sqrt{2} \cdot (-1)^{m+1} \text{Im}(Y_m^{\ell}), & \text{if } m > 0 
\end{cases}
\]

(4.17)

Hence in this formulism, an ODF can be treated as a square integrable spherical function on a unit sphere and can thus be approximated with a linear combination of these modified spherical harmonics bases \(Y_j\). Since the ODF is a smooth spherical function, it may be approximated by a linear summation of only a few bases of spherical harmonic series, since higher order spherical harmonics may be needed only to represent functions consisting of high frequency components. Mathematically,

\[
\text{ODF}(u) = \sum_{j=1}^{N} c_j Y_j(u),
\]

(4.18)

where \(u\) is the number of directions along which the ODF is reconstructed, and \(c_j\) are the coefficients corresponding to the \(j\)th modified spherical harmonic bases described below.

### 4.5.2 Deconvolution of DSI ODFs based on spherical harmonic

The deconvolution begins with the assumption that the obtained DSI ODF (\(\text{ODF}_{\text{obtained}}\)) is formed by the convolution between the single fiber diffusion ODF kernel, \(R\), and the true fiber ODF Fig.4.4 (a). Hence in theory, the deconvolved ODF (i.e. \(\text{ODF}_{\text{expected}}\)) can be obtained by deconvolving the single fiber response function \(R\) from the given DSI ODF (\(\text{ODF}_{\text{obtained}}\)) [31] as illustrated in Fig.4.4 (b).
Fig. 4.4: Concept of Deconvolution Applied to ODFs Obtained from DSI. (a) A DSI ODF ($ODF_{obtained}$) can be represented as a convolution of the single fiber response function $R$ with the true fiber orientation. (b) The deconvolved ODF ($ODF_{expected}$) can thus be obtained by deconvolving the single fiber response function $R$ from the given DSI ODF ($ODF_{obtained}$).

The problem formulation begins by representing a DSI ODF ($ODF_{obtained}$) as a convolution of the single fiber response function with the true fiber orientation ($ODF_{expected}$). Mathematically, this spherical convolution can be written as,

$$ODF_{obtained}(u) = \int_{|z|=1} R(u, z) ODF_{expected}(z) dz$$  \hspace{1cm} (4.19)$$

where $R(u, z)$ is the single fiber response function and the integration is performed on a unit sphere (represented by $|z| = 1$).
As explained in the previous section, an ODF may be approximated by a truncated spherical harmonic representation. Hence, both \( ODF_{obtained} \) and \( ODF_{expected} \) may be represented with their corresponding spherical harmonics coefficients \( c_{j0} \) and \( c_{je} \) respectively. Mathematically,

\[
ODF_{obtained} = \sum_{j=1}^{N} c_{j0} Y_j (u) \tag{4.20}
\]

\[
ODF_{expected} = \sum_{j=1}^{N} c_{je} Y_j (u) \tag{4.21}
\]

Hence, the convolution integral may be reformulated as,

\[
\sum_{j=1}^{N} c_{j0} Y_j (u) = \sum_{j=1}^{N} c_{je} \int_{|z|=1} R(u,z)Y_j(z) \, dz, \tag{4.22}
\]

To solve this convolution integral, Funk-Hecke formula can be applied. The Funk-Hecke formula is a theorem that relates the inner product of any spherical harmonic \( Y_j \) with any continuous function defined on the interval \([-1, 1]\) eg. \( R \). The Funk-Hecke formula greatly simplifies the convolution integral over the sphere and reduces it to the following equation:

\[
\sum_{j=1}^{N} c_{j0} Y_j (u) = \sum_{j=1}^{N} 2\pi P_{\ell_j}(0) c_{je} f_{j} Y_j (u) \tag{4.23}
\]

where \( P_{\ell_j} \) is a Legendre polynomial of order \( \ell_j \) and since only even orders in the SH basis are used, \( P_{\ell_j}(0) \) is simply formulated as,

\[
P_{\ell_j}(0) = (-1)^{\frac{\ell_j}{2}} \left\{ \prod_{2 \leq k \leq \ell_j} \frac{(\ell_j-k+1)}{(\ell_j-k+1)} \right\} \tag{4.24}
\]

where the coefficient \( f_j \) are solved using the Funk-Hecke formula as follows:
\[ f_j = 2\pi \int_{-1}^{1} P_{ij}(t) R(t) \, dt, \quad t \in \{-1,1\} \quad (4.25) \]

where \( R(t) \) is the single fiber response function. According to [32], \( R(t) \) is specified as a Diffusion Tensor “D” from single fiber region with eigenvalues \([\lambda_1, \lambda_2, \lambda_3] \) (such that \( \lambda_1 \gg \lambda_2, \lambda_3 \) and \( \lambda_3 \approx \lambda_2 \)). \( R(t) \) was determined from the voxels containing the highest diffusion anisotropy value. This strategy is same as other studies involving such single fiber response function [31, 32, 34]. In accordance with [31] and [13], \( R(t) \) was formulated as a diffusion ODF as follows:

\[ R(u) = \frac{1}{Z} \sqrt{1/\langle u'D^{-1}u \rangle}, \quad u = (x, y, z)' \quad (4.26) \]

where \( Z \) is a normalization constant [13].

\( R(u) \) is converted to spherical coordinates and finally to the [-1,1] domain in order to satisfy the condition for the Funk-Hecke formula. This was done in accordance with [31].

Finally, the computed \( f_j \) are used to obtain the expected ODF as follows:

\[ ODF_{expected}(u) = \sum_{j=1}^{N} 2\pi P_{ij}(0)c_{je}Y_j(u) \quad (4.27) \]

where \( c_{je} = c_{jo}/f_j \quad (4.28) \)

Hence, a technique to de-convolve the response function of an individual peak from the overall ODF was implemented.

The DSI analysis flowchart was modified to include this deconvolution module (as shown in Fig.4.5) and the deconvolved ODFs were utilized instead of the originally obtained ODFs.
Fig. 4.5: Modification in DSI Analysis Flowchart to Include ODF Deconvolution. The ODF computed is deconvolved and then used to generate the DA and Vector Map which results in a better delineation of the peaks (see text for details).

4.5.3 Final DSI Data post processing workflow

DSI data analysis was performed as follows:

For each imaging voxel, the dimension of the q-space was set to a 17x17x17 Cartesian grid. The DWI signal intensities were reorganized in this gridded 3D space around the center of q-space. Note that in doing so, the signal intensity value at (0,0,0) was placed at the center (8,8,8) of the q-space grid and the signal intensities from the increasing q value images were placed in accordance with their sampled positions.

A Hanning filter (size=8) was applied to the q-space in order to ensure smooth attenuation of the signal at high |q| values. The filtered q-space was zero padded to 17x17x17. A 3D Fourier transform was performed to obtain the 17x17x17 PDF space (3-
dimensional double floating-point array) to obtain the 3D PDF. The ODF was estimated by integrating several discrete points along various directions in the PDF (from 2.1 to 6.0, step = 0.2). These directions were defined by a set of vectors ui that were vertices generated from a 4-fold tessellated icosahedron consisting of 642 sampling directions. This resulted in an optimal accuracy in ODF for visualization purposes. Note that tri-linear interpolation was used to obtain the missing values from the discrete PDFs. The ODF was obtained by deformation of a RGB color coded sphere with the radius proportional to the PDF value in a particular Ui direction in accordance with Eq.4.12. Min-Max normalized ODF was obtained by normalizing the ODFs by the maximum ODF length within each voxel. ODF was deconvolved using the methodology explained in the previous section. Diffusion anisotropy (DA) was computed based on these deconvolved ODFs.

At each voxel, deconvolved ODFs were used to infer fiber directions by searching the local maxima, i.e. a set of directions of maximum diffusion. Hence, a ODF with its associated set of direction vectors and an associated DA value at every voxel in the scanned volume was determined. This information was utilized for subsequent fiber tracking.

Fiber tracking was performed based on the direction vectors derived from the maximas of the ODFs which comprised the vector set. Fiber tracking was based on a modified streamline (or Eulerian integration or deterministic) algorithm[22], such that multiple directions per step could be accounted for. From each initialization seed voxels, bi-directional steps were initiated in every voxel, for each vector in the set. Thus a fiber trajectory was grown in two opposite directions. The first step was chosen with a predefined step-size (stepsiz e) in a random direction and the subsequent steps were chosen along the
direction of the vector whose orientation was the closest to the current direction of the fiber. The same criterion was used upon entering a new voxel i.e. the direction that produces least curvature for the incoming path was chosen. The fiber was terminated either if upon entering into a new voxel results in a change of direction sharper than \( \theta_c \) or when both the fiber ends enter the gray matter (determined by a DA value of DAthesh). A stepsize of 0.4 was used. Note that the step-size should be kept at a value of \(< \frac{1}{2} \) the voxel size as recommended by [22]). A smaller step-size results in finer fiber turns. Also, a typically threshold value of \( \theta_c < 0.5 \) radian (i.e. 30°) was used. A DA threshold (DAthesh) value of 0.25 was chosen based on the range of DA values in the gray matter of our data-sets.

4.5.4 MRI acquisition (Phantom Study)

MRI data was acquired on all the three phantoms on a Philips 3.0 T Intera scanner (Achieva, Philips Medical Systems, Best, Netherlands) with a maximum gradient amplitude of 80 mT/m and a slew rate of 200 mT/m/ms. An 8 channel SENSE FLEX coil was used for data acquisition. T2-weighted images were acquired using Turbo Spin Echo (T2-TSE sequence) with the following sequence parameters; TE/TR=100/5000 msec; FOV=120x120 mm2; Matrix=512x512; Spatial Resolution= 0.234x0.234 mm/px; }\( \Delta TH=4 \) mm; NEX=8;

DWIs were acquired on all the three phantoms developed and reported in the previous chapter (90°, 45° and 60°). The DSI patch was obtained from Gyrotools and is based on the single shot spin echo EPI based diffusion weighted pulse sequence similar to the one used in DTI, with the added functionality of predefined sampling directions on a Cartesian grid. A gridsize could be defined in the DSI acquisition scheme whereby a gridsize of 3 correspond to 123 samples, a gridsize of 4 correspond to 256 samples, while a gridsize of 5 correspond
to 515 directions and so on. The gridsize of 4 was used for the 90° phantom and gridsize of 5 was used for the 45° and 60° phantom, since they require a higher angular resolution to distinguish (as explained in the next chapter). The DWIs were averaged 8 times on the scanner (NEX=8) to get sufficient SNR. A maximum b-value of 6600 s/mm² was used for all the acquisitions. The following sequence parameters were used: TE/TR: 85.9/7500 msec; FOV=120x120 mm²; matrix=128x128; spatial resolution=0.9375x0.9375 mm/px; slice thickness = 4 mm. Note that additional data was acquired using different NEX and number of samples whose effects will be presented in details in the next chapter.

4.6 RESULTS

4.6.1 Results on the 45° phantom

Fig.4.6 (a) presents a high resolution T2-weighted image of the 45° phantom containing both single fibers and crossing fibers. Representative ODFs, from each of these single and crossing fiber regions, are shown in Fig.4.6 (b and c) respectively, before employing any deconvolution procedure. Note that the quality of ODFs in the single fiber region appears visually satisfactory and represents the underlying fiber orientations correctly; however, the two peaks in the crossing region are indistinguishable and the true peaks are masked.

The same ODFs are shown in Fig.4.6 (d and e) after employing the deconvolution procedure. With the application of deconvolution procedure, the two true peaks in the ODF are readily detectable (Fig.4.6 d), while the orientation of the single fiber region ODF is also enhanced (i.e. the peaks are narrower in the deconvolved ODF). Also, the 3D angle between
the two vectors (generated in the direction of the peaks of the deconvolved ODF) was very close to 45° for the illustrated ODF, verifying the robustness of both the deconvolution technique and the phantom construction.

**Fig.4.6: Illustrative Pixels From 45° Phantom Before and After Deconvolution.** (a) High resolution T2-weighted Image of the 45° phantom; (b) representative ODF from the single fiber region before deconvolution; (c) representative ODF from the crossing fiber region before deconvolution; (d) representative ODF from the single fiber region after deconvolution; and (e) representative ODF from the crossing fiber region after deconvolution.

Fig.4.7 and Fig.4.8 illustrate a central 7x7 region of the phantom before and after applying the deconvolution procedure respectively. Qualitative improvement in overall ODF quality can be appreciated.
Fig.4.7: ODFs of 45° Phantom Before Deconvolution. The Central 7x7 region is depicted on the T2 weighted image shown in the inset.
**Fig.4.8: ODFs of 45° Phantom After Deconvolution.** The Central 7x7 region is depicted on the T2 weighted image shown in the inset.

For each voxel, vectors are computed from the peaks of the deconvolved ODF. A DA map was also generated based on the deconvolved ODFs and the vectors are shown overlaid on the DA map in Fig.4.9. The single fiber regions show precisely one vector with correct orientation while the crossing fiber regions show two vectors forming an angle $\approx 45^\circ$, consistent with the ground truth.
4.6.2 Results on the 90° phantom

Representative ODF from the crossing region of 90° phantom is shown in Fig.4.10 (a) before and in Fig.4.10 (b) after applying the deconvolution technique. Although, deconvolution leads to narrowing of the peaks and enhances the visual appearance of ODF, it does not make any significant change in the detection or orientation of the peaks in the ODF. The two peaks were correctly identified in both cases (with or without deconvolution) and returned an angle $\approx 90^\circ$. 

Fig.4.9: Vector Map Overlaid On DA Map For 45° Phantom. The vectors are computed from the peaks of the deconvolved ODFs obtained at each voxel. These vectors are overlaid on the DA map (generated based on the deconvolved ODFs).
Fig. 4.10: ODFs From Crossing Region of 90° Phantom. (a) ODF before applying the deconvolution technique; (b) ODF after applying the deconvolution technique. Note that deconvolution does not make any significant change in the detection or orientation of the peaks in the ODF. The two peaks were correctly identified in both cases (with or without deconvolution) and returned an angle $\approx 90^\circ$.

Fig. 4.11 and Fig. 4.12 illustrates a central 7x7 region of the phantom before and after applying the deconvolution procedure respectively. Qualitative improvement in overall ODF quality can be appreciated.
Fig.4.11: ODFs of 90° Phantom Before Deconvolution. The Central 7x7 region is depicted on the T2 weighted image shown in the inset.
Fig.4.12: ODFs of 90° Phantom After deconvolution. The Central 7x7 region is depicted on the T2 weighted image shown in the inset.

For each voxel, vectors are computed from the peaks of the deconvolved ODF. A DA map was also generated based on the deconvolved ODFs and the vectors are shown overlaid on the DA map (Fig.4.13)
4.6.3 Results on the 60° phantom

Several examples of before and after the application of the deconvolution procedure are shown in Fig.4.14 on the 60° phantom. Fig.4.6 (a) presents a high resolution T2-weighted image of the 60° phantom containing both single fibers and crossing fibers. Note that both two and three way crossings exist along-with the single fiber regions in the 60° phantom which can be simultaneously evaluated.)
Fig. 4.14: ODFs From $60^\circ$ Phantom Before and After Deconvolution. (a) high resolution T2-weighted image of the phantom; (b and c) representative ODF from the three way crossing fiber region of the phantom before and after deconvolution; (d and e) representative ODF from the two way crossing fiber region of the phantom before and after deconvolution; (f and g) representative ODF from the single fiber (inclined) region of the phantom before and after deconvolution; (h and i) representative ODF from the single fiber (vertical) region of the phantom before and after deconvolution.

A representative ODF, from the three crossing fiber region, is shown in Fig. 4.14 (b and c) before and after applying the deconvolution procedure, respectively. Note that before applying the deconvolution, either a spurious fourth peak was identified in some voxels (as shown in Fig. 4.14b) or the three peaks were not identified and were masked (not shown). Deconvolution presents an ODF with much sharper geometry and clearly visible three peaks which were correctly identified. Also, the angle between first and second vector computed
from the deconvolved ODF was correctly identified to be $\approx 60^\circ$. Additionally, the angle between second and third vector was also correctly identified to be $\approx 60^\circ$.

Also, a representative ODF, from the two crossing fiber region, is shown in Fig.4.14 (d and e) before and after applying the deconvolution procedure, respectively. Note that before applying the deconvolution, the two peaks were not correctly identified and one of the peaks was masked (as shown in Fig.4.14d). Deconvolution presents an ODF with much sharper geometry and clear two peaks which were correctly identified. Also, the angle between first and second vector computed from the deconvolved ODF was correctly identified to be $\approx 60^\circ$.

Finally, a representative ODF, from the single fiber region inclined at $60^\circ$, is shown in Fig.4.14 (f and g) before and after applying the deconvolution procedure, respectively. Another such pair of representative ODF, from the single fiber vertical region, is shown in Fig.4.14 (h and i) before and after applying the deconvolution procedure, respectively. The quality of ODFs in the single fiber region is good even without deconvolution and represents the underlying fiber orientations correctly. With the application of deconvolution procedure, the single fiber region ODFs are further enhanced (i.e. the peaks are narrower in the deconvolved ODF).

Overall, it can be appreciated from the deconvolved ODFs (Fig.4.14 c, e, g, i) that the deconvolution resulted in narrower peaks and hence better angular resolution of the ODF. This evaluation verifies the robustness of both the deconvolution technique and the $60^\circ$ phantom construction.
Fig.4.15 and Fig.4.16 illustrates a central 7x7 region of the phantom before and after applying the deconvolution procedure respectively. Qualitative improvement in overall ODF quality can be appreciated.

Fig.4.15: ODFs of 60° Phantom Before Deconvolution. The Central 7x7 region is depicted on the T2 weighted image shown in the inset.
**Fig.4.16: ODFs of 60° Phantom After Deconvolution.** The Central 7x7 region is depicted on the T2 weighted image shown in the inset.

For each voxel, vectors are computed from the peaks of the deconvolved ODF. A DA map was also generated based on the deconvolved ODFs and the vectors are shown overlaid on the DA map in Fig.4.17. Notice the single fiber regions show precisely one vector with correct orientation, the two crossing fiber regions show two vectors forming an angle $\approx 60^\circ$ and the three crossing fiber regions show three vectors forming an angle $\approx 60^\circ$ (both between first and second, and between second and third), in consensus with the ground truth.
Fig.4.17: Vector Map Overlaid on DA Map for the 60° Phantom. The vectors are computed from the peaks of the deconvolved ODFs obtained at each voxel. These vectors are overlaid on the DA map (generated based on the deconvolved ODFs).

4.6.4 Effect of deconvolution parameters

Note that the deconvolution parameters have a significant impact on the overall performance of the deconvolution procedure and hence these parameters must be chosen carefully. These are the spherical harmonic estimation order $\ell$ and the regularization term $\lambda$. These parameter values were optimized using the ground truth phantoms. The effect of changing these parameters is shown in the following section for the 60° phantom as an example.
4.6.4.1 Effect of estimation order $\ell$

The effect of the order $\ell$ is shown in Fig.4.18 (b-f) on the deconvolution. For low estimation orders ($\leq 8$), not all the peaks were correctly identified. As the estimation order $\ell$ is increased, the true crossing fiber peaks were successfully detected. This is attributed to the higher frequency spherical harmonic bases which are used in the estimation as the order is increased. However, at values of estimation order $\ell \geq 12$, the detected peaks deviated from the ground truth and may lead to spurious peaks for very high estimation orders (not shown). Based on the ground truth, order $\ell$ of 10 was found to be optimal. This value was verified with the 90° and 45° phantoms as well.

![Fig.4.18: Effect of Varying the Estimation Order $\ell$ on the 60° Phantom](image)

An estimation order $\ell$ of 10 was found to be optimal, since the ground truth is known. This value was verified to be optimal for the 90° and 45° phantoms as well.
4.6.4.2 Effect of regularization term $\lambda$.

The effect of the regularization term $\lambda$ is shown in Fig.4.19 (b-e) on the deconvolution. Without regularization (Fig.4.19 a), the deconvolution doesn’t lead to any improvement, and rather worsens the ODF (see Fig.4.18 a - ODF without deconvolution). At very low values of $\lambda$ (Fig.4.19 b), spurious peaks may be detected. Conversely, at very high values of $\lambda$ (Fig.4.19 e), the ODF gets very smooth and the true peaks are undetected.

Fig.4.19: Effect of Varying the Regularization Term $\lambda$ on the 60° Phantom. The regularization term $\lambda$ of 0.01 was found to be optimal, since the ground truth is known. This value was verified to be optimal for the 90° and 45° phantoms as well.

Overall, without appropriate regularization term, the deconvolution resulted in either undetected or spurious peaks. This was especially true for data with low levels of SNR or low angular sampling. Based on the ground truth, regularization term $\lambda$ of 0.01 was found to be optimal. This value was verified with the 90° and 45° phantoms as well.
4.7 SUMMARY

This chapter presented the current post-processing methodology in DSI and discussed their limitations. The common issue of compromised angular accuracy of ODF based methodologies in the regions of fibers crossing at acute angles was discussed and the methodologies presented in the literature were briefly reviewed. A deconvolution technique applicable to DSI data as a post-processing step for resolving peaks in the ODF was described. The result of de-convolution post-processing was presented on the data acquired on the phantoms, which demonstrated the efficacy of the proposed deconvolution methodology in DSI. The deconvolution methodology significantly improved the angular accuracy of the DSI derived crossing fibers
5.1 INTRODUCTION

Like any other imaging modality, it is important to study the effect of acquisition parameters in DSI prior to applying it to the human studies. Under the constraint of scan time and gradient performance on current clinical systems, it is important to study the effect of parameters which have a significant impact on the angular resolution of DSI. This will allow the optimization of DSI acquisition parameters. The following sections introduce the theoretical background for angular resolution as related to DSI.

5.1.1 Angular Resolution in DSI

Angular resolution is directly proportional to the capacity of any diffusion modality to differentiate fiber populations at each location and to determine their orientation [12, 13, 15, 17, 22, 29]. In DSI, the primary parameters affecting the angular resolution are the number of sampling points and the b-value [17, 22, 28, 29]. Also, the SNR affects the quality of the diffusion weighted images and indirectly affects the angular resolution accuracy.

In a DSI scheme that typically employs a single shot spin echo EPI based diffusion weighted pulse sequence (Fig.5.1), gradient interval (Δ) and the gradient duration (δ) are kept constant during sampling of the q-space while the gradient strength is varied for
different q-space locations. In DSI acquisition, the q-space locations are specified on a Cartesian grid inside a sphere and the sampling points are given by the following equation:

\[ q = aq_x + bq_y + cq_z \]  \hspace{1cm} (5.1)

where \( \sqrt{a^2 + b^2 + c^2} \leq \text{gridsize} \)  \hspace{1cm} (5.2)

where \((a, b, c \text{ are integers})\) and the gridsize corresponds to the number of sampling directions to be acquired (a gridsize of 3 corresponds to 123 samples, a gridsize of 4 corresponds to 256 samples, a gridsize of 5 corresponds to 515 directions and so on).

For a given echo time TE, \( \delta \) is minimized and \( \Delta \) maximized by using the maximal available (allowable) gradient strength \( g_{max} \). Thus the q-space is sampled from the center to \( q_{max} \), \( q_{max} = \gamma \delta g_{max} \)  \hspace{1cm} (5.3)

where \( \gamma \) is the gyromagnetic ratio

The nominal diffusion spatial resolution \( (r) \) given by the following equation:

\[ r = 1/ q_{max} = \gamma \delta g_{max} \]  \hspace{1cm} (5.4)

The resolution of PDF \( (\text{PDF}_{res}) \) and FOV of PDF \( (\text{PDF}_{FOV}) \) can thus be determined using the following equations [15, 17]:

\[ \text{PDF}_{res} = 1/(2 * q_{max}) \]  \hspace{1cm} (5.5)

\[ \text{PDF}_{FOV} = 1/ \Delta q \]  \hspace{1cm} (5.6)

\[ \Delta q = q_{max} / \text{gridsize} \]  \hspace{1cm} (5.7)
Finally, the theoretical angular resolution of DSI is given by the following equation:

\[ \Omega = \tan^{-1}\left(\frac{PDF_{res}}{(PDF_{FOV}/2)}\right) \]  

(5.8)

Fig.5.1: Single-shot spin-echo EPI (ss-SE-EPI) Pulse Sequence with Diffusion Weighted Gradients. Pulse sequence typically used to sample the q-space in DSI. Gradient interval (\(\Delta\)) and the gradient duration (\(\delta\)) are kept constant during sampling of the q-space while the gradient strength (\(g\)) is varied for different q-space locations.

However, the effective angular resolution is approximately the root-mean square sum of the nominal angular resolution and the angular width of the diffusion contrast under the given conditions [22].

[82]
5.1.2 Motivation

There are only two studies in the literature which has validated the DSI results using physical phantoms [26, 28]. However, both studies were not performed on a clinical MRI scanner. Also, the limited studies which optimized DSI in a clinical setting [29, 30] did not compare the results against the ground truth.

DSI optimization was performed in [30] by evaluating the variation of several DSI measures (fiber length, fiber density, and average ODF) along the cingulum bundle as a function of the sampling density and diffusion (q-space sampling bandwidth) resolutions. DSI was optimized on a clinical scanner in [29] where the optimal b-value was reported to be 6500 s/mm$^2$ for DSI data acquired with 515 and 4000 s/mm$^2$ for DSI data acquired with 203 number of directions. However, their study did not use ground truth phantoms for optimization, and was instead based on simulation of human data.

It is important to study the effect of various acquisition parameters and their practical impact on the accuracy of DSI derived angular information under given experimental conditions [22]. Therefore, in this study, a systematic quantitative evaluation of the angular accuracy of DSI under varying number of sampling directions and SNR is presented using the ground truth phantoms on a clinical 3T scanner.
5.2 METHODS (Phantom)

MRI Acquisition

As summarized in Table 5.1, all the three phantoms (90°, 45° and 60°) were evaluated with 257 sampling directions at various SNR values (achieved by varying the NEX from 2 to 4 to 8). Additionally, the 60° and 45° phantoms were evaluated each with 515 sampling directions at different levels of SNR. Further evaluation was performed with the 45° phantom by varying the number of sampling directions (from 123 to 257 to 515) at a constant SNR. In all evaluations, the data was analyzed on a central homogeneous 10x10 voxel region of interest (100 voxels) as depicted on Fig.5.2.

For all evaluations reported, all other acquisition parameters were kept constant, including the maximum b-value (6600 s/mm2). The following sequence parameters were used: TE/TR: 85.9/7500 msec; FOV=120x120 mm2; matrix=128x128; spatial resolution=0.9375x0.9375 mm/px; Nslices=6; slice thickness = 4 mm.
<table>
<thead>
<tr>
<th>Phantom</th>
<th>Number of sampling</th>
<th>NEX</th>
<th>SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>90° Phantom</td>
<td>257</td>
<td>2,4,8</td>
<td>28, 44, 60</td>
</tr>
<tr>
<td>45° Phantom</td>
<td>257</td>
<td>2,4,8</td>
<td>32, 44, 60</td>
</tr>
<tr>
<td>45° Phantom</td>
<td>515</td>
<td>2,4,8</td>
<td>30, 45, 65</td>
</tr>
<tr>
<td>45° Phantom</td>
<td>123,257,515</td>
<td>8</td>
<td>64</td>
</tr>
<tr>
<td>60° Phantom</td>
<td>257</td>
<td>2,4,8</td>
<td>38, 46, 61</td>
</tr>
<tr>
<td>60° Phantom</td>
<td>515</td>
<td>2,4,8</td>
<td>29, 46, 64</td>
</tr>
</tbody>
</table>

**Table 5.1: Summary of Evaluations Performed with Phantoms.** All three phantoms (90°, 45° and 60°) were evaluated with 257 sampling directions with increasing levels of SNR (achieved by increasing the NEX from 2 to 4 to 8). Additionally, the 60° and 45° phantoms were evaluated each with 515 sampling directions with increasing levels of SNR. Further evaluation was performed with the 45° phantom by varying the number of sampling directions (from 123 to 257 to 515) at a constant SNR. (SNR values are rounded and were calculated from the b0 images).
Fig. 5.2: Specification of Region of Interest (ROI) for Quantitative Analysis. (a) ROI on 90° phantom (b) ROI on 45° phantom and (c) ROI on 60° phantom. A homogeneous central region (10x10 voxels) consisting of crossing fibers was chosen for further quantification.

Data was analyzed with the methods developed in the previous chapter. Deconvolution was performed with spherical harmonic order of $\ell=10$, and a regularization factor $\lambda=0.01$ was used.
The first two primary vectors \((v1)\) and \((v2)\), detected by the local maximum method (in the case of the 90° and 45° phantoms), are represented as follows:

\[
v1 = a_1 \hat{i} + b_1 \hat{j} + c_1 \hat{k}
\]

\[
v2 = a_2 \hat{i} + b_2 \hat{j} + c_2 \hat{k}
\]

The 3D angle between these two vectors \((v1)\) and \((v2)\) was computed as follows:

\[
\text{angle} = \cos^{-1}(v1 \cdot v2)
\]

where \(v1 \cdot v2\) represents the dot product of \(v1\) and \(v2\)

Similarly, the first three primary vectors \((v1)\), \((v2)\) and \((v3)\) detected by the local maximum method (in the case of the 60° phantom), are represented as follows:

\[
v1 = a_1 \hat{i} + b_1 \hat{j} + c_1 \hat{k}
\]

\[
v2 = a_2 \hat{i} + b_2 \hat{j} + c_2 \hat{k}
\]

\[
v3 = a_3 \hat{i} + b_3 \hat{j} + c_3 \hat{k}
\]

The 3D angle between vectors \((v1)\) and \((v2)\) was computed as follows:

\[
\text{angle} = \cos^{-1}(v1 \cdot v2)
\]

where \(v1 \cdot v2\) represent the dot product of \(v1\) and \(v2\)

The 3D angle between vectors \((v2)\) and \((v3)\) was computed as follows:

\[
\text{angle} = \cos^{-1}(v2 \cdot v3)
\]

where \(v2 \cdot v3\) represent the dot product of \(v2\) and \(v3\)

5.3 RESULTS (Phantom)

5.3.1 Results of 90° phantom

The 90° phantom was evaluated by keeping the number of sampling directions fixed at 257 and varying the SNR by increasing the number of averages from 2 to 4 to 8. The results of this evaluation are presented in Fig.5.3. The angle statistics are shown in Fig.5.3 (g, h, i) and
tabulated in Table 5.2. It can be appreciated from the vector maps in Fig.5.3 (a, b, c) and from the overall quality of representative ODFs in (d, e, f) that as SNR increases (from NEX= 2 to 4 to 8), there is an overall qualitative improvement in the detection of the number of crossing fibers (detection efficiency). The crossing angle reaches very close to the ground truth (90°) for NEX = 8 (mean ± STD = 86.93 ± 2.65). For the 90° phantom, reasonable angular accuracy was achieved even at low SNR levels and with 257 sampling directions (with mean ±STD = 82.5 ± 5.43 at NEX = 2) which was much improved already at NEX = 4 (mean ± STD = 85.68 ± 4.12) since the angle between the crossing fibers is quite large (90°) and readily distinguishable. Therefore, I did not find it necessary to evaluate the 90° phantom with 515 sampling points.
Fig. 5.3: Results of Evaluation on 90° Phantom (using number of samples = 257 and NEX=2, 4 and 8). (a, b, c) vector map generated from deconvolved ODFs (from the 10x10 voxel region of interest = 100 voxels) corresponding to NEX=2, 4 and 8 respectively; (d, e, f) representative ODF (from the crossing region) after deconvolution corresponding to NEX=2, 4 and 8 respectively; (g, h, i) angles calculated between the first and second vectors for the 100 voxels corresponding to NEX=2, 4 and 8 respectively.
<table>
<thead>
<tr>
<th>90° with Number of samples =257</th>
<th>NEX=2</th>
<th>NEX=4</th>
<th>NEX=8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>82.5</td>
<td>85.68</td>
<td>86.93</td>
</tr>
<tr>
<td>Median</td>
<td>83.38</td>
<td>87.33</td>
<td>87.63</td>
</tr>
<tr>
<td>standard deviation</td>
<td>5.43</td>
<td>4.12</td>
<td>2.65</td>
</tr>
<tr>
<td>% detected</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 5.2: Summary of Results of Evaluation on 90° Phantom (using number of samples = 257 and NEX=2, 4 and 8); Mean, Median, standard deviation (STD) and percentage of voxels detected with two vectors (%detected) are tabulated for the angle between the first and second detected vector (angle 1).

5.3.2 Results of 45° Phantom

45° was evaluated with 257 sampling directions with increasing SNR. Additionally, the 45° phantom was evaluated with 515 sampling directions with increasing levels of SNR. Further evaluation was performed with the 45° phantom by varying the number of sampling directions (from 123 to 257 to 515) at a constant SNR. The following three subsections present the result of each evaluation for the 45° phantom.

5.3.2.1 45° Phantom at 257 sampling directions with increasing levels of SNR

The 45° phantom was evaluated by keeping the number of sampling directions fixed at 257 and varying the SNR varied by increasing the number of averages from 2 to 4 to 8. The results of this evaluation are presented in Fig.5.4. The angle statistics are shown in Fig.5.4 (g, h, i) and tabulated in Table 5.3. It can be appreciated from the vector maps in Fig.5.4 (a, b, c) and from the overall quality of representative ODFs in (d, e, f), that as SNR increases (from NEX= 2 to 4 to 8), there is no overall qualitative improvement in crossing fibers detection accuracy and the values are not in agreement with the ground truth.
especially at NEX=4 (mean ± STD = 61.97 ± 11.28). In addition, the percent detection of the two fibers is also very low (55%). These observations can be appreciated visually in the vector map (Fig.5.4 a, b, c). Also, at NEX=2 although the mean is very close to the ground truth (44.04) and the % detection seems to be high (95%), the standard deviation is high (13.67) and the spread in the data can be appreciated visually in (Fig.5.4 g). Also, the deconvolution seems to have incorrectly increased the % detection value to 95% (Table 5.3) since most of the angles are incorrect and far off from the ground truth value of 45° (also, the standard deviation of 13.67 is very high). Hence, deconvolution should be used with caution if the angular resolution of the data is low or if the SNR is low.

Under low SNR conditions and at acute angles, deconvolution may introduce spurious peaks as is the case here (for NEX=2). Hence, even by increasing the SNR (from NEX= 2 to 4 to 8), the results are not in agreement with the ground truth (mean ± STD = 44.04 ± 13.67, 61.97 ± 11.28, 54.53 ± 17.07 at NEX= 2, 4, 8 respectively). This is with regards to a low angular accuracy with 257 samples. Finally, even as SNR increases (from NEX= 2 to 4 to 8), the standard deviations are very high (13.67 at NEX=2; 11.28 at NEX=4 and 17.07 at NEX=8) and there is no particular trend.
Fig. 5.4: Results of Evaluation on 45° Phantom (using number of samples = 257 and NEX=2, 4 and 8). (a, b, c) vector map generated from deconvolved ODFs (from the 10x10 voxel region of interest = 100 voxels) corresponding to NEX=2, 4 and 8 respectively; (d, e, f) representative ODF (from the crossing region) after deconvolution corresponding to NEX=2, 4 and 8 respectively; (g, h, i) angles calculated between the first and second vectors for the 100 voxels corresponding to NEX=2, 4 and 8 respectively.
### RESULTS

<table>
<thead>
<tr>
<th>45° with number of samples = 257</th>
<th>NEX=2</th>
<th>NEX=4</th>
<th>NEX=8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>44.0446</td>
<td>61.9758</td>
<td>54.538</td>
</tr>
<tr>
<td>Median</td>
<td>38.2694</td>
<td>67.5</td>
<td>67.5</td>
</tr>
<tr>
<td>standard deviation</td>
<td>13.6718</td>
<td>11.2814</td>
<td>17.0705</td>
</tr>
<tr>
<td>% detected</td>
<td>95%</td>
<td>55%</td>
<td>82%</td>
</tr>
</tbody>
</table>

Table 5.3: Summary of Results of Evaluation Performed on 45° phantom (using number of samples = 257 and NEX=2, 4 and 8). Mean, Median, standard deviation (STD) and percentage of voxels detected with two vectors (%detected) are tabulated for the angle between the first and second detected vector (angle 1).

5.3.2.2 45° Phantom at 515 sampling directions with increasing levels of SNR

The 45° phantom was further evaluated by keeping the number of sampling directions fixed at 515 and varying the SNR by increasing the number of averages from 2 to 4 to 8. The results of this evaluation are presented in Fig.5.6. The angle statistics are shown in Fig.5.5 (g, h, i) and tabulated in Table 5.4. It can be appreciated from the vector maps in Fig.5.5 (a, b, c) and from the overall quality of representative ODFs in (d, e, f) that as SNR increases (from NEX= 2 to 4 to 8), the results are in closer agreement with the ground truth with lower standard deviation values (44.66 ± 5.25, 43.11 ± 3.78, 44.61 ± 1.67 at NEX=2, 4 and 8 respectively). Also, as SNR increases (from NEX= 2 to 4 to 8), the standard deviations decreases (from 5.25 to 3.78 to 1.67 at NEX=2, 4 and 8 respectively). Note that the overall performance of DSI with 515 samples is much better as compared to DSI with 257 samples. Even at low SNR levels (for example at NEX=2) DSI with 515 samples results in much closer agreement with the ground truth with lower standard deviation values (mean ± STD= 44.66 ± 5.25 at 515 samples) compared to the corresponding NEX=2 at 257 samples (mean ± STD= 44.04 ± 13.67) or NEX=8 at 515 samples (mean ± STD= 54.53 ± 17.07). Therefore,
given a choice between increasing NEX and increasing the number of samples (for a given scan time), results from this evaluation suggests increasing the number of samples is preferable.

Finally, as SNR increases (from NEX= 2 to 4 to 8), there is a concomitant decrease in the standard deviation values as expected (a decrease from 5.25 to 3.78 to 1.67 for NEX=2, 4, 8 respectively).

Fig.5.5: Results of Evaluation on 45° Phantom (using number of samples = 515 and NEX=2, 4 and 8). (a, b, c) vector map generated from deconvolved ODFs (from the 10x10 voxel region of interest = 100 voxels) corresponding to NEX=2, 4 and 8 respectively; (d, e, f) representative ODF (from the crossing region) after deconvolution corresponding to NEX=2, 4 and 8 respectively; (g, h, i) angles calculated between the first and second vectors for the 100 voxels corresponding to NEX=2, 4 and 8 respectively.
RESULTS

<table>
<thead>
<tr>
<th>45° with number of samples = 515</th>
<th>NEX=2</th>
<th>NEX=4</th>
<th>NEX=8</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>44.6695</td>
<td>43.1135</td>
<td>44.6123</td>
</tr>
<tr>
<td>median</td>
<td>47.2131</td>
<td>43.1932</td>
<td>45</td>
</tr>
<tr>
<td>standard deviation</td>
<td>5.2528</td>
<td>3.783</td>
<td>1.6709</td>
</tr>
<tr>
<td>% detected</td>
<td>99%</td>
<td>97%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 5.4: Summary of Results of Evaluation on 45° Phantom (using number of samples = 515 and NEX=2, 4 and 8). Mean, Median, standard deviation (STD) and percentage of voxels detected with two vectors (%detected) are tabulated for the angle between the first and second detected vector (angle 1).

5.3.2.3 45° Phantom at fixed SNR and varying number of sampling points (123, 257 and 515)

The 45° phantom was further evaluated by keeping the SNR fixed (NEX=8) and varying the number of sampling directions by increasing from 123 to 257 to 515. The results of this evaluation are presented in Fig.5.6. The angle statistics are shown in Fig.5.6 (g, h, i) and tabulated in Table 5.5.

It can be appreciated from the vector maps in Fig.5.6 (a, b, c) and from the overall quality of representative ODFs in (d, e, f) that as number of samples increases from 123 to 257 to 515, the angular accuracy dramatically increases and reaches a value that is in very close agreement with the ground truth value of 45° for 515 samples. Notice that the standard deviations are also dramatically reduced (mean ± STD = 87.12 ± 21.24, 60.79 ± 13.63 and 44.61 ± 1.67 at number of of samples = 123, 257 and 515 respectively).

Again, deconvolution introduced spurious peaks in the case of both 123 samples and in some voxels in the 257 samples. Hence, deconvolution should be used with caution if the angular resolution of the data is low. However, deconvolution enhanced the detection of the
correct peaks when the angular resolution of the data was reasonably high (for example in the 515 case where deconvolution correctly enhanced the detection to 100%)

Fig.5.6: Results of Evaluation on 45° Phantom (with NEX= 8 and using number of samples = 123, 256 and 515). (a, b, c) vector map generated from deconvolved ODFs (from the 10x10 voxel region of interest = 100 voxels) corresponding to number of samples = 123, 256 and 515 respectively; (d, e, f) representative ODF (from the crossing region) after deconvolution corresponding to number of samples = 123, 256 and 515 respectively; (g, h, i) angles calculated between the first and second vectors for the 100 voxels corresponding to number of samples = 123, 256 and 515 respectively; (j, k, l) angles calculated between the second and third vectors for the 100 voxels corresponding to number of samples = 123, 256 and 515 respectively.
Table 5.5: Summary of Results of Evaluation on 45° Phantom (with NEX= 8 and using number of samples = 123, 256 and 515). Mean, Median, standard deviation (STD) and percentage of voxels detected with two vectors (%detected) are tabulated for the angle between the first and second detected vector (angle 1).

<table>
<thead>
<tr>
<th>45° with NEX=8</th>
<th>Number of samples=123</th>
<th>Number of samples=257</th>
<th>Number of samples=515</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>87.12</td>
<td>60.7926</td>
<td>44.6123</td>
</tr>
<tr>
<td>median</td>
<td>99</td>
<td>67.5</td>
<td>45</td>
</tr>
<tr>
<td>standard deviation</td>
<td>21.2471</td>
<td>13.6377</td>
<td>1.6709</td>
</tr>
<tr>
<td>% detected</td>
<td>100%</td>
<td>63%</td>
<td>100%</td>
</tr>
</tbody>
</table>

5.3.3 Results of 60° Phantom

60° was evaluated with 257 sampling directions with increasing levels of SNR (achieved by increasing the NEX from 2 to 4 to 8). Additionally, the 60° phantom was evaluated with 515 sampling directions with increasing levels of SNR. The following two subsections presents the result of each evaluation for the 60° phantom.

5.3.3.1 60° Phantom at 257 sampling directions with increasing levels of SNR

The 60° phantom was evaluated by keeping the number of sampling directions fixed at 257 and varying the SNR varied by increasing the number of averages from 2 to 4 to 8. The results of this evaluation are presented in Fig.5.7. The angle statistics are shown in Fig.5.7 (g, h, i) for angle 1, (j, k, l) for angle 2 and tabulated in Table 5.6. It can be appreciated from the vector maps in Fig.5.7 (a, b, c) and from the overall quality of representative ODFs in (d, e, f) that as SNR increases (from NEX= 2 to 4 to 8), there is an overall qualitative improvement in crossing fibers detection efficiency although they are not in agreement with the ground truth, especially for the second angle since the standard deviations are noticeably high (18.46, 29.23, 15.894 for NEX= 2, 4, 8 respectively).
Although the mean and median values seem to be close to the ground truth for both angles (Table 5.6), these numerical values should be interpreted cautiously because a) standard deviations are fairly high and b) not all of the second vectors are detected for example at NEX=2; only 60% of the second vectors are detected. This percentage increased to 90% for NEX=4 and dropped to 70% at NEX=8.

Overall, there is an improvement in the crossing fiber detection efficiency for the number of samples = 257 at NEX=8 with lower standard deviation values for both first and second angles and small deviation from ground truth in their mean and median values (mean ± STD = 59.43 ± 6.86 and 63.59 ± 15.89 for angles 1 and 2 respectively).
Fig.5.7: Results of Evaluation on 60° Phantom (using number of samples = 257 and NEX=2, 4 and 8). (a, b, c) vector map generated from deconvolved ODFs (from the 10x10 voxel region of interest = 100 voxels) corresponding to NEX=2, 4 and 8 respectively; (d, e, f) representative ODF (from the crossing region) after deconvolution corresponding to NEX=2, 4 and 8 respectively; (g, h, i) angles calculated between the first and second vectors for the 100 voxels corresponding to NEX=2, 4 and 8 respectively; (j, k, l) angles calculated between the second and third vectors for the 100 voxels corresponding to NEX=2, 4 and 8 respectively.
### RESULTS

<table>
<thead>
<tr>
<th>60° Angle 1 with number of samples = 257</th>
<th>2</th>
<th>4</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>68.542</td>
<td>60.4296</td>
<td>59.4382</td>
</tr>
<tr>
<td>median</td>
<td>68.6146</td>
<td>59.5685</td>
<td>57.5</td>
</tr>
<tr>
<td>standard deviation</td>
<td>16.6358</td>
<td>8.6353</td>
<td>6.8692</td>
</tr>
<tr>
<td>% detected</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>60° Angle 2 with number of samples = 257</th>
<th>NEX=2</th>
<th>NEX=4</th>
<th>NEX=8</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>69.4462</td>
<td>66.9702</td>
<td>63.5983</td>
</tr>
<tr>
<td>median</td>
<td>69.5812</td>
<td>62.1695</td>
<td>60</td>
</tr>
<tr>
<td>standard deviation</td>
<td>18.4618</td>
<td>29.2308</td>
<td>15.893</td>
</tr>
<tr>
<td>% detected</td>
<td>68%</td>
<td>90%</td>
<td>74%</td>
</tr>
</tbody>
</table>

Table 5.6: Summary of Results of Evaluation on 60° phantom (using number of samples = 257 and NEX=2, 4 and 8). Mean, Median, standard deviation (STD) and percentage of voxels detected with two vectors (%detected) are tabulated for the angle between the first and second detected vector (angle 1) in (a) and for the angle between the second and third detected vector (angle 2) in (b).

#### 5.3.3.2 60° Phantom at 515 sampling directions with increasing levels of SNR

The 60° phantom was evaluated by keeping the number of sampling directions fixed at 515 and varying the SNR varied by increasing the number of averages from 2 to 4 to 8. The results of this evaluation are presented in Fig.5.8. The angle statistics are shown in Fig.5.8 (g, h, i) for angle 1 and (j, k, l) for angle 2 and tabulated in Table 5.7. It can be appreciated from the vector maps in Fig.5.8 (a, b, c) and from the overall quality of representative ODFs in (d, e, f) that as SNR increases (from NEX= 2 to 4 to 8), there is an overall qualitative improvement in the crossing fiber detection efficiency although they are far from agreement with the ground truth especially for NEX=2 and NEX=4. However at NEX=8, there is a significant improvement in the crossing fibers detection with very low standard deviation for both angle 1 and angle 2 (mean ± STD = 59.8 ± 2.33 and 60.03 ±2.21 for angles 1 and 2 respectively).
Comparing the results of the two evaluations on the 60° phantom, it might seem that the mean values in evaluation with 515 sampling points are farther from ground truth than in evaluation with 257 sample points. However, a) overall standard deviations are much lower in evaluation with 515 sampling points versus evaluation with 257 sampling points for both the angles and across all SNR levels (with the exception at NEX=2 and NEX=4 where evaluation with 257 sampling points has slightly lower values) and b) the percent detection for both the first and second angle in evaluation with 515 sampling points are much higher (close to 100% for both the angles). This implies an overall improvement in the accuracy with increasing the number of samples from 257 to 515. Overall, the number of samples = 515 at NEX=8 performed the best both qualitatively and quantitatively (mean ± STD = 59.8 ± 2.33 and 60.03 ± 2.21 for angles 1 and 2 respectively).
Fig. 5.8: Results of Evaluation on 60° Phantom (using number of samples = 515 and NEX=2, 4 and 8). (a, b, c) vector map generated from deconvolved ODFs (from the 10x10 voxel region of interest = 100 voxels) corresponding to NEX=2, 4 and 8 respectively; (d, e, f) representative ODF (from the crossing region) after deconvolution corresponding to NEX=2, 4 and 8 respectively; (g, h, i) angles calculated between the first and second vectors for the 100 voxels corresponding to NEX=2, 4 and 8 respectively; (j, k, l) angles calculated between the second and third vectors for the 100 voxels corresponding to NEX=2, 4 and 8 respectively.
Table 5.7: Summary of Results of Evaluation on 60° phantom (using number of samples = 515 and NEX=2, 4 and 8). Mean, Median, standard deviation (STD) and percentage of voxels detected with two vectors (%detected) are tabulated for the angle between the first and second detected vector (angle 1) in (a) and for the angle between the second and third detected vector (angle 2) in (b).

5.4 Summary of Phantom Studies

The phantoms developed in this thesis were used to quantitatively evaluate the effect of the number of samples and SNR on the angular accuracy of DSI derived ODFs. As the number of sampling points increases, there is an overall improvement in the angular accuracy in DSI. At NEX=8 and number of samples=515, the crossing angles reach values very close to the ground truth for both 45° and 60° phantoms. Also, given a choice between increasing NEX and increasing the number of samples (for a given scan time), increasing the number of samples appears to yield more accurate results. It is important to carefully investigate the overall vector map to judge the results, as the mean values may be misleading. Standard deviations help in identifying potential issues. Finally, deconvolution
in general is beneficial for DSI as a post-processing step; however, deconvolution should be used with caution if the angular resolution or SNR of the data is low.

Similar evaluations can be performed with these phantoms to test the effect of other acquisition parameters (for example effect of b-value and effect of slice thickness) and for evaluating different acquisition and reconstruction schemes.

5.5 METHODS (Human subjects)

MRI Acquisition and Analysis

Data was acquired on 10 normal human subjects (7 males and 3 females; 35±11 yrs, range 25 to 59 yrs) using an 8-channel SENSE head coil on a 3T MRI scanner (Achieva, Philips Medical Systems, Best, Netherlands). Multi-slice, diffusion-weighted images were acquired using a single shot spin echo EPI sequence with the following sequence parameters: TE/TR=95/11400 msec; FOV=220x240 mm2; matrix=256x256; spatial resolution=0.9375x0.9375 mm/px; Nslices=28 (covering the whole brain); slice thickness = 4 mm; NEX=1; bmax=9700 s/mm2 ; gridsize of 4 (corresponding to 257 diffusion weighted images) was used and the total DSI data acquisition time was 48 min. Because of the long scan times, data was not acquired with a larger grid size or more number of averages. Data was analyzed with the methodologies developed in the previous chapter. Deconvolution was performed with spherical harmonic order ℓ=10, and regularization factor λ=0.01.
5.6 RESULTS (Human subjects)

5.6.1 Effect of Deconvolution on single fiber region

Fig. 5.9. shows a representative ODF from corpus callosum (CC) region before (Fig. 9 a) and after deconvolution (Fig. 9 b). The deconvolution not only did not affect the orientation of single coherent fiber bundles, such as callosal fibers, but in fact enhanced it (sharper peaks). Fig. 10 (a) presents a vector map (and a zoomed version from the callosal region) derived from the ODFs before deconvolution (Fig. 10 b) and after deconvolution (Fig. 10 c) to underscore this point.

**Fig. 5.9: Representative ODF from CC region.** (a) Representative ODF before deconvolution; (b) Representative ODF after deconvolution. Deconvolution doesn’t adversely affect the directionality of single fiber regions and in turn enhances it.
**Fig.5.10: Representative Vector Map (derived from ODFs from CC) Region.** (a) Vector map overlaid on DA intensity map; (b) Zoomed vector maps before deconvolution; (c) Zoomed vector maps after deconvolution. Deconvolution doesn’t adversely affect the directionality of single fiber regions and in turn enhances it.

**5.6.2 Effect of Deconvolution on crossing fiber region**

Representative ODFs from a crossing fiber region of in centrum semiovale are shown before (Fig.5.11 a) and after deconvolution (Fig.5.11 b). Centrum semiovale is a crossing fiber region in the human brain known to consist of crossing fibers in three different orientations from corona radiata (superior-inferior), corpus callosum (left-right) and superior longitudinal fasciculus (anterior-posterior). Deconvolution cleaned up the spurious fibers (based on the known anatomy in this region).
Fig. 5.11: Representative Pair of ODF from Centrum Semiovale. (a) Representative ODF Before deconvolution; (b) Representative ODF after deconvolution. Deconvolution cleans up the spurious fibers, since the anatomy in this region is known. (Centrum semiovale is a crossing fiber region in the human brain known to consist of crossing fibers in three different orientations from Corona Radiata (blue), Corpus Callosum (red) and Superior Longitudinal Fasciculus (green)),
5.6.3 Diffusion Anisotropy (DA) Maps

The Diffusion Anisotropy (DA) maps were generated after deconvolution as described in the previous chapter. A representative DA map from a central axial slice (slice 14 out of 28 slices) is shown in Fig.12. The color code indicates the direction of the principal direction vector obtained from the maximum of the ODF (determined by the local maximum method).

**Fig.5.12: DA Map of a Normal Human Subject.** The color is encoded by the direction of the principle direction vector from the maxima of the ODF (determined by the local maxima method). The color scheme is represented by the standard RGB sphere in inset (red: left-right; green: anterior-posterior; blue: superior-inferior.)
5.6.4 Fiber Tracking

Fiber tracking was performed using the vector maps derived from ODFs both before and after deconvolution for comparison. Fiber tracking was performed based on the algorithm described in Chapter 4 (Note [22] recommends a step-size of < ½ the voxel size. Hence, a step-size of 0.4 was used given our voxel size of 4 mm (step-size of < 2 mm was recommended). Also, a typically threshold value of Øc<0.5 radian (i.e. 30°) was used. A DA threshold (DAthresh) value of 0.25 was chosen based on the range of DA values in the gray matter of our data-sets.

Fig.5.13 presents the results of fiber tracking from seed points placed in the corpus callosum region highlighted in (a). The tracts before and after deconvolution are shown in (b) and (c), respectively. The seeds were then extended to the entire corpus callosum region (identified manually on the sagittal slices) and the results are shown in Fig.5.14. Fiber tracts before deconvolution are shown in (Fig.5.14 a) and fiber tracts after deconvolution are shown in (Fig.5.14b). Overall, with deconvolution, the tracts appear to be better defined and more coherent.

Fiber tracking results from the centrum semiovale region which is known to consist of three-way fiber crossing crossings from corona radiata (blue), corpus callosum (red) and superior longitudinal fasciculus (green) are presented in Fig.5.15 and Fig.5.16. Fig.5.15 shows this region (which is identified from the published literature [15] and highlighted on the DA intensity map in the coronal plane (Fig.5.15 a). The resultant tracts (after deconvolution) are shown overlaid in (Fig.5.15 b). The tracts before and after deconvolution are shown in (Fig.5.16 a and b, respectively) for comparison. The tracts after deconvolution appear cleaner and depict the known three-way anatomical connectivity between three-way
fiber crossing connectivity. Such connectivity was not clearly depicted and missed by using the vector set of ODFs without deconvolution.

**Fig.5.13: Fiber Tracking Results from CC Region.** (a) Placement of seed points; (b) Fiber tracts before deconvolution; (c) Fiber tracts after deconvolution.
Fig.5.14: Fiber Tracking Results from a Seed Points placed in the entire CC. (a) Tracts before deconvolution; (b) tracts after deconvolution.

Fig.5.15: Fiber Tracking Results from Centrum Semiovale region. (a) The region where the seeds are placed is highlighted (in red) on the DA intensity map; (b) The resultant tracts after deconvolution. (zoomed version of this tract is shown in Fig.16 b).
Fig. 5.16: Fiber Tracking Results from Centrum Semiovale Region (zoom). (a) Fiber tracts before deconvolution; (b) tracts after deconvolution. Without deconvolution, the three crossing fibers were not getting detected. Also, there is a qualitative improvement in the tracts after deconvolution in terms of the tracts being better defined and more coherent.
5.7 Summary of Human Studies

The purpose of the human studies was not quantitative evaluation, but to qualitatively evaluate the performance of the deconvolution. Overall, with deconvolution, the tracts appear to be better defined and coherent, as shown from the fiber tracking results from seed points placed in corpus callosum. Also, the deconvolution improved the detection of the three crossing fibers from the centrum semiovale region.

5.8 SUMMARY

This chapter presented the validation of the DSI analysis described earlier using the phantoms that were developed as a part of this thesis work. Specifically, quantitative evaluation of angular accuracy of the DSI derived ODF using these phantoms was presented. The consequence of DSI acquisition parameters on the angular resolution in phantoms was quantified. The improvement in these regions by applying deconvolution was demonstrated. In addition, the applicability of the developed methodologies on normal human subjects was presented qualitatively. Known regions of human brain consisting of single fibers and crossing fibers were highlighted. Deconvolution seems to improve the fiber delineation and detection from these regions.
CHAPTER 6 – Conclusions and Future Directions

In this dissertation, I have designed and constructed novel diffusion phantoms, including three fiber crossings, and employed post-processing techniques in order to systematically validate and optimize (DSI)-derived fiber ODFs in the crossing regions on a clinical 3T MR scanner, and develop user-friendly software for DSI data reconstruction and analysis.

Two phantoms with a fixed crossing fiber configuration of two crossing fibers at 90° and 45° respectively, along with a phantom with three crossing fibers at 60° were constructed. Phantom construction involved novel hollow plastic capillaries designed to obtain a higher packing density than the previously reported hollow capillary phantoms. Also, a novel placeholder was designed for keeping the capillaries in a preset orientation forming a number of interleaved parallel layers resulting in fibers crossing at the desired angle. T2-weighted MRI results on these phantoms demonstrated high SNR, homogeneous signal and absence of air bubbles.

A technique to de-convolve the response function of an individual peak from the overall ODF was also implemented. The technique involves representing the DSI derived ODF with its spherical harmonic coefficients and performing the deconvolution using the properties of Funk-Hecke theorem. The deconvolution methodology greatly improved the angular resolution of the otherwise un-resolvable peaks in the ODF. The effect of DSI acquisition
parameters and SNR on the resultant angular accuracy of DSI on the clinical scanner was studied and quantified using the phantoms.

With a high angular direction sampling and reasonable levels of SNR, quantification of a crossing region with 10x10 pixels in the 90°, 45° and 60° phantoms resulted in a successful detection of angular information with mean ± SD of 86.93 ± 2.65, 44.61 ± 1.6° and 60.03 ±2.21° respectively, while simultaneously sharpening the ODFs in regions containing single fibers. As the number of sampling points and SNR increases, there is an overall improvement in the angular accuracy in DSI. Also, given a choice between increasing NEX and increasing the number of samples (for a given scan time), increasing the number of samples appears to yield more accurate results. Deconvolution in general is beneficial for DSI as a post-processing step; however, deconvolution should be used with caution if the angular resolution or SNR of the data is low. Similar evaluations can be performed with these phantoms to test the effect of other acquisition parameters (for example effect of b-value and effect of slice thickness).

The proposed deconvolution methodology significantly improved the angular accuracy of the crossing fiber ODFs obtained from DSI. This deconvolution methodology is directly applicable to ODFs obtained from any other ODF based high angular resolution diffusion imaging techniques. Given a reasonable angular direction sampling and reasonable levels of SNR, inclusion of deconvolution in the post-processing ensures enhanced angular resolution i.e. sharper peaks of the ODF. In this thesis, the fiber tracking was performed using a deterministic algorithm. However, the probabilistic tracking is likely to benefit more with the improved angular resolution in the ODFs obtained using the deconvolution technique,
since probabilistic tracking is likely to benefit from lesser and correct fiber orientations to choose from at each step.

Finally, the applicability of these methodologies on normal human subjects was demonstrated. The improvement in delineating known crossing fiber regions by applying deconvolution, followed by fiber tracking results were studied qualitatively.

An in-house software package in MATLAB which streamlines the data reconstruction and analysis for DSI with easy to use graphical user interface was also developed. This software package can be easily extended in functionality since it is highly modular in design.

The phantoms developed in this dissertation offer a means of providing ground truth for validation of various diffusion models (particularly the ones that aims to resolve the crossing fibers), evaluation of different acquisition or reconstruction schemes and validation of tractography algorithms. For example, the acquisition time can be reduced by truncating the number of samples and filling the q-space using the mathematical relationship and exploiting the q-space symmetry. The minimum number of sampling points can be validated using the phantoms. Also, an interesting study would be to compare DSI with q-ball, using the phantoms developed, to quantitatively evaluate the performance of these comparable q-space sampling schemes simultaneously on the clinical scanner. Another future direction would be to evaluate the tractography systematically in humans, compare rigorously the fiber tracts obtained with DTI and HARDI techniques and determine the fiber compromise in diseases such as Multiple Sclerosis (MS).
Overall, this dissertation sheds further light on the viability of using DSI in a clinical setting using ground truth phantoms. The main contributions of this thesis were:

- Validation of the angular resolution of DSI against the known ground truth diffusion phantom on a clinical 3T scanner.
- Design and construction of novel diffusion phantoms including a three fiber crossing phantom.
- Implementation of a de-convolution based technique for post-processing DSI data.
- Development of software tools for automated DSI post-processing, image reconstruction and analysis.
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